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Course logistics

1. Guest lecture reactions

1. [updated] All due on Friday, March 12 at 11:59PM US-Pacific.

2. Final project report

1. Duedate isTuesday, March 16 at 4:30 PM US-Pacific

2. Harddeadline with late days, nosubmissionsaccepted after Friday, March 19 4:30 
US-Pacific.

3. LǘΩǎ ǘƘŜ ŜƴŘ ǎǘǊŜǘŎƘΗ ¢Ƙŀƴƪǎ ŦƻǊ ŀƭƭ ȅƻǳǊ ƘŀǊŘ ǿƻǊƪ ǘƘƛǎ ǉǳŀǊǘŜǊ ŀƴŘ ƎƻƻŘ ƭǳŎƪ ƛƴ ǘƘŜ 
final days!
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Lecture Plan

1. Motivating model analysis and explanation

2. One model at multiple levels of abstraction

3. Out-of-domain evaluation sets

1. Testing for linguistic knowledge

2. Testingfor task heuristics

4. Influence studies and adversarial examples

1. What part of my input led tothis answer?

2. How could I minimally modify this input to change the answer?

5. Analyzing representations

1. /ƻǊǊŜƭŀǘƛƻƴ ƛƴ άƛƴǘŜǊǇǊŜǘŀōƭŜέ ƳƻŘŜƭ ŎƻƳǇƻƴŜƴǘǎ

2. Probing studies:supervised analysis

6. Revisiting model ablations as analysis
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Motivation: what are our models doing?

We summarize our models with one (or a handful) of accuracies metric numbers.

What do they learn? Why do they succeed and fail?

Your final 
project model

Accuracy:___ %

input 
sentence

output 
prediction

Fig 1. A black box
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Motivation: Ƙƻǿ Řƻ ǿŜ ƳŀƪŜ ǘƻƳƻǊǊƻǿΩǎ ƳƻŘŜƭΚ

Your 
Assignment 5 
Transformer 

LM

Understanding how far we can get with incremental improvements on current methods is 
crucial to the eventual development of major improvements.

J/L

¢ƻƳƻǊǊƻǿΩǎ ƳƻŘŜƭǎΥtake what 
works and find what needs changing

J/L

¢ƻŘŀȅΩǎ ƳƻŘŜƭǎΥ use recipes 
ǘƘŀǘ ǿƻǊƪΣ ōǳǘ ŀǊŜƴΩǘ ǇŜǊŦŜŎǘ
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Motivation: what biases are built into my model?

Word2vec 
analogies 

(assignment 1)

Man is to computer 
programmer as 

woman is to 
homemaker

Fig 1. A black box

What did the model use in its decision?

What biases did it learn and possibly worsen?
[Bolukbasiet al., 2016]7

https://arxiv.org/pdf/1607.06520.pdf


Motivation: how do we make the next 25 years of models?

Your 
Assignment 5 
Transformer 

LM

What ŎŀƴΩǘbe 
learned via language 
model pretraining?

What will replace the 
Transformer?

What can be learned via 
language model pretraining?

What does deep learning
struggle to do?

What do neural models tell us 
about language? 

Howareour modelsaffecting
people,andtransferringpower?
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Model analysis at varying levels of abstraction

There is a wide variety of ways to analyze models; none is 
perfect or provides total clarity.

To start, at what level of abstractiondo you want to reason 
about your model?

1. Your neural model as a probability distribution and 
decision function

2. Your neural model as a sequence of vector 
representations in depth and time

3. Parameter weights, specific mechanisms like attention, 
dropout, +++

ὴ ώὼ

Layer 1

Layer 2
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Outline

1. Motivating model analysis and explanation

2. One model at multiple levels of abstraction

3. Out-of-domain evaluation sets

1. Testing for linguistic knowledge

2. Testingfor task heuristics

4. Influence studies and adversarial examples

1. What part of my input led tothis answer?

2. How could I minimally modify this input to change the answer?

5. Analyzing representations

1. /ƻǊǊŜƭŀǘƛƻƴ ƛƴ άƛƴǘŜǊǇǊŜǘŀōƭŜέ ƳƻŘŜƭ ŎƻƳǇƻƴŜƴǘǎ

2. Probing studies:supervised analysis

6. Revisiting model ablations as analysis
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Model evaluation as model analysis

When looking at the behaviorƻŦ ŀ ƳƻŘŜƭΣ ǿŜΩǊŜ ƴƻǘ ȅŜǘ ŎƻƴŎŜǊƴŜŘ ǿƛǘƘ mechanismsthe modelis
using.Wewant to ask how does model behave in situations of interest?

Å¸ƻǳΩǾŜ ǘǊŀƛƴŜŘ ȅƻǳǊ ƳƻŘŜƭ ƻƴ ǎƻƳŜ ǎŀƳǇƭŜǎ ὼȟώͯὈfrom some distribution.

Å How does the model behave on samples from the same distribution?

ÅAkain-domainor i.i.d. (independently and identically distributed)

ÅThisis your test setaccuracy/ F1 / BLEU

Model A
Accuracy:95%

Model B
Accuracy:92%

ȩ

[Also, both models seem pretty good?]
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Model evaluation as model analysis in natural language inference

Recall the natural language inferencetask, as encoded in the Multi-NLI dataset.

[Williams et al., 2018]

Premise
Ʉ&= LMJF=< 9F< K9O (GF
sleeping in his half-L=FLɅ

[Likely to get the right answer, since the accuracy is 95%?]

Hypothesis
Ʉ&= K9O (GF O9K 9KD==HɅ

Model A
Accuracy:95%

Entailment

Neutral

Contradiction
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Model evaluation as model analysis in natural language inference

What if our model is using simpleheuristicsto get goodaccuracy?

A diagnostic test set is carefully constructed to testfor a specific skill or capacity of your neural model.

For example, HANS: (Heuristic Analysis for NLI Systems) tests syntactic heuristics in NLI

[McCoy et al., 2019]13

https://arxiv.org/pdf/1902.01007.pdf


HANS model analysis in natural language inference

McCoy et al., 2019 took 4 strong MNLI models,

with the following accuracies on the original 
test set (in-domain)

Evaluating on HANS, where syntactic 
heursitcswork, accuracy is high!

Butwheresyntacticheuristicsfail, accuracy
is veryveryƭƻǿΧ

[McCoy et al., 2019]14

https://arxiv.org/pdf/1902.01007.pdf


Language models as linguistic test subjects

Å How do we understand language behavior in humans?

Å One method: minimal pairsΦ ²Ƙŀǘ ǎƻǳƴŘǎ άƻƪŀȅέ ǘƻ ŀ ǎǇŜŀƪŜǊΣ ōǳǘ ŘƻŜǎƴΩǘ ǿƛǘƘ ŀ ǎƳŀƭƭ ŎƘŀƴƎŜΚ

The chef who made the pizzas is here. ăά!ŎŎŜǇǘŀōƭŜέ

The chef who made the pizzas arehere ăά¦ƴŀŎŎŜǇǘŀōƭŜέ

Idea: English past-tense verbs agree in numberwith their subjects

[Linzenet al., 2016; Fig from Manning et al., 2020 ]15

https://tallinzen.net/media/papers/linzen_dupoux_goldberg_2016_tacl.pdf
https://www.pnas.org/content/pnas/117/48/30046.full.pdf


Language models as linguistic test subjects

Å²ƘŀǘΩǎ ǘƘŜ ƭŀƴƎǳŀƎŜ ƳƻŘŜƭ ŀƴŀƭƻƎǳŜ ƻŦ ŀŎŎŜǇǘŀōƛƭƛǘȅΚ 

The chef who made the pizzas is here. ăά!ŎŎŜǇǘŀōƭŜέ

The chef who made the pizzas arehere ăά¦ƴŀŎŎŜǇǘŀōƭŜέ

Å Assign higher probability to the acceptable sentence in the minimal pair

P(The chef who made the pizzas is here.) > P(The chef who made the pizzas arehere)

Å Just like in HANS, we can develop a test set with carefully chosen properties.

Å{ǇŜŎƛŦƛŎŀƭƭȅΥ Ŏŀƴ ƭŀƴƎǳŀƎŜ ƳƻŘŜƭǎ ƘŀƴŘƭŜ άŀǘǘǊŀŎǘƻǊǎέ ƛƴ ǎǳōƧŜŎǘ-verb agreement?

Å0 Attractors: The chef is here.

Å1 Attractor: The chef who made the pizzasis here.

Å2 Attractors: The chef who made the pizzasand prepped the ingredientsis here.

ÅΧ

[Linzenet al., 2016]16

https://tallinzen.net/media/papers/linzen_dupoux_goldberg_2016_tacl.pdf


Language models as linguistic test subjects

Å Kuncoroet al., 2018 train an LSTM language model on a small set of Wikipedia text.

Å They evaluate it onlyon sentences with specific numbers of agreement attractors.

Å Numbers in this table: accuracy at predicting the correct number for the verb 

[Kuncoroet al., 2016]

Zero attractors: Easy
4 attractors: harder, 
but models still do 
pretty well!

The larger LSTMs learn subject-
verb agreement better!17

https://www.aclweb.org/anthology/P18-1132.pdf


Language models as linguistic test subjects

Sample test examples for subject-verb agreement with attractors that a model got wrong

The ship that the player drives hasa very high speed. 

The ship that the player drives havea very high speed. 

The lead is also rather long; 5 paragraphs is pretty lengthyΧ

The lead is also rather long; 5 paragraphs arepretty lengthyΧ

[Linzenet al., 2016]18

https://tallinzen.net/media/papers/linzen_dupoux_goldberg_2016_tacl.pdf


Carefultest setsasunit test suites: CheckListing

Å{Ƴŀƭƭ ŎŀǊŜŦǳƭ ǘŜǎǘ ǎŜǘǎ ǎƻǳƴŘ ƭƛƪŜΧ ǳƴƛǘ ǘŜǎǘ ǎǳƛǘŜǎΣ ōǳǘ ŦƻǊ ƴŜǳǊŀƭ ƴŜǘǿƻǊƪǎΗ

Å Minimumfunctionalitytests:small test sets that target a specific behavior.

Å Ribeiro et al., 2020 showed  ML engineers working on a sentiment analysis product an interface 
with categories of linguistic capabilities and types of tests.

ÅTheengineersfounda bunchof bugs (categories of high error) through this method!

[Ribeiro et al., 2020]19

https://arxiv.org/pdf/2005.04118.pdf


Fittingthe datasetvslearningthe task

Across a wide range of tasks, high model accuracy on the in-domain 
test set does not imply the model will also do well on other, 

άǊŜŀǎƻƴŀōƭŜέ ƻǳǘ-of-domain examples.

One way to think about this: models seem to be learning the 
dataset (like MNLI) not the task (like how humans can perform 

natural language inference). 

[Ribeiro et al., 2020]20

https://arxiv.org/pdf/2005.04118.pdf


Knowledge evaluation as model analysis

Å What has a language model learned from pretraining?

Å Last week, we saw one way of accessing some of the knowledge in the model by providing it with 
prompts.

Å Thisfits into the setof behavioralstudiesǿŜΩǾŜseen so far!

[Petroniet al., 2020]21

https://arxiv.org/pdf/1909.01066.pdf


Outline

1. Motivating model analysis and explanation

2. One model at multiple levels of abstraction

3. Out-of-domain evaluation sets  (Your model as a probability distribution)

1. Testing for linguistic knowledge

2. Testingfor task heuristics

4. Influence studies and adversarial examples

1. What part of my input led tothis answer?

2. How could I minimally modify this input to change the answer?

5. Analyzing representations

1. Correlations with simple model components

2. Probingstudies:supervised analysis

6. Revisiting model ablations as analysis
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Input influence: does my model reallyuse long-distance context?

Å We motivated LSTM language 
models through their 
theoretical ability to use long-
distance context to make 
predictions. But how long really 
is the long short-term memory?

ÅYƘŀƴŘŜƭǿŀƭ Ŝǘ ŀƭΦΣ нлмуΩǎ ƛŘŜŀΥ 
shuffle or remove all contexts 
farther than Ὧwords away for 
multiple values of Ὧand see at 
which ὯǘƘŜ ƳƻŘŜƭΩǎ ǇǊŜŘƛŎǘƛƻƴǎ 
start to get worse!

Å Loss is averaged across many 
examples.

[Khandelwal et al., 2018]

History farther than 50 words 
away treated as a bag of words.
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https://arxiv.org/pdf/1805.04623.pdf


Predictionexplanations: what in the input led to this output?

Å For a single example, what parts of the input led to the observed prediction?

Å Saliency mapsΥ ŀ ǎŎƻǊŜ ŦƻǊ ŜŀŎƘ ƛƴǇǳǘ ǿƻǊŘ ƛƴŘƛŎŀǘƛƴƎ ƛǘǎ ƛƳǇƻǊǘŀƴŎŜ ǘƻ ǘƘŜ ƳƻŘŜƭΩǎ ǇǊŜŘƛŎǘƛƻƴ 

Å In the aboveexample,BERTisanalyzed,andinterpretableǿƻǊŘǎ ǎŜŜƳ ǘƻ ŎƻƴǘǊƛōǳǘŜ ǘƻ ǘƘŜ ƳƻŘŜƭΩǎ 
predictions (right).

[Simonyanet al., 2014, Wallace et al., 2019]24

https://arxiv.org/pdf/1312.6034.pdf
https://arxiv.org/pdf/1909.09251.pdf


Predictionexplanations: simple saliency maps

ÅIƻǿ Řƻ ǿŜ ƳŀƪŜ ŀ ǎŀƭƛŜƴŎȅ ƳŀǇΚ aŀƴȅ ǿŀȅǎ ǘƻ ŜƴŎƻŘŜ ǘƘŜ ƛƴǘǳƛǘƛƻƴ ƻŦ άƛƳǇƻǊǘŀƴŎŜέ

Å Simple gradient method:

For words ὼȟȣȟὼŀƴŘ ǘƘŜ ƳƻŘŜƭΩǎ ǎŎƻǊŜ ŦƻǊ ŀ ƎƛǾŜƴ Ŏƭŀǎǎ όƻǳǘǇǳǘ ƭŀōŜƭύ Óὼȟȣȟὼ ,

take the norm of the gradient of the score w.r.t. each word:

ÓÁÌÉÅÎÃÅὼ ȿȿɳ ίὼȟȣȟὼ ȿȿ

Idea:highgradientnorm means changingthat word (locally) would affect the score a lot

[Li et al., 2016, Simonyanet al., 2014, Wallace et al., 2019]

Loss
High
saliency

Low saliency

word space
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https://arxiv.org/pdf/1506.01066.pdf
https://arxiv.org/pdf/1312.6034.pdf
https://arxiv.org/pdf/1909.09251.pdf


Predictionexplanations: simple saliency maps

ÅIƻǿ Řƻ ǿŜ ƳŀƪŜ ŀ ǎŀƭƛŜƴŎȅ ƳŀǇΚ aŀƴȅ ǿŀȅǎ ǘƻ ŜƴŎƻŘŜ ǘƘŜ ƛƴǘǳƛǘƛƻƴ ƻŦ άƛƳǇƻǊǘŀƴŎŜέ

Å Simple gradient method:

For words ὼȟȣȟὼŀƴŘ ǘƘŜ ƳƻŘŜƭΩǎ ǎŎƻǊŜ ŦƻǊ ŀ ƎƛǾŜƴ Ŏƭŀǎǎ όƻǳǘǇǳǘ ƭŀōŜƭύ Óὼȟȣȟὼ ,

take the norm of the gradient of the score w.r.t. each word:

ÓÁÌÉÅÎÃÅὼ ȿɳ ίὼȟȣȟὼ ȿ

Not a perfect method for saliency; many more methods have been proposed.

Oneissue:linearapproximation maynot hold well!

[Li et al., 2016, Simonyanet al., 2014, Wallace et al., 2019]

Loss
[ƻǿ ǎŀƭƛŜƴŎȅ ŀŎŎƻǊŘƛƴƎ ǘƻ ǘƘŜ ƎǊŀŘƛŜƴǘΧ ōǳǘ 
move a little more and the loss skyrockets!

word space

26

https://arxiv.org/pdf/1506.01066.pdf
https://arxiv.org/pdf/1312.6034.pdf
https://arxiv.org/pdf/1909.09251.pdf


Explanation by input reduction

What is the smallest part of the input I could keep and still get the same answer?

Anexamplefrom SQuAD:

[Feng et al., 2018]

In 1899, John Jacob Astor IV invested 
$100,000 for Tesla to further develop and 
produce a new lighting system. Instead, Tesla 
used the money to fund his Colorado Springs 
experiments. 

Passage:

Original Question: ²Ƙŀǘ ŘƛŘ ¢Ŝǎƭŀ ǎǇŜƴŘ !ǎǘƻǊΩǎ ƳƻƴŜȅ ƻƴ Κ

[prediction]

Reduced Questiondid

In this example, the model had confidence 0.78 for the original question, and the 
same answer at confidence 0.91for the reduced question! 
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https://arxiv.org/pdf/1804.07781.pdf


A method for explanation by input reduction

Idea: run an input saliency method. Iteratively remove the most unimportant words.

[Feng et al., 2018]

The Panthers used the San Jose State practice 
facility and stayed at the San Jose Marriott. 
The Broncos practiced at Stanford University 
and stayed at the Santa Clara Marriott.

Passage:

Original Question: Where did the Broncos practice for the Super Bowl ? 
Where did the practice for the Super Bowl  ?
Where did practice for the Super Bowl ?
Where did practice the Super Bowl ? 
Where did practice the Super ?
Where did practice Super ? 
did practice Super ? 

[prediction]

[Note: beam search to 
find k least important 
words is an important 
addition]

Steps ofinput
reduction

Only here did the model 
stop being confident in 
the answer28

https://arxiv.org/pdf/1804.07781.pdf


Analyzing models by breaking them

Idea: Can we break models by making seemingly innocuous changes to the input?

[Jia et al., 2017]

Peyton manning became the first quarterback ever 
to lead two different teams to multiple Super 
Bowls. He is also the oldest quarterback ever to 
play in a Super Bowl at age 39. The past record was 
held by John Elway, who led the Broncos to victory 
ƛƴ {ǳǇŜǊ .ƻǿƭ ···LLL ŀǘ ŀƎŜ оуΧ

Passage:

Question: 

[prediction]

What was the name of the quarterback 
who was 38 in Super Bowl XXXIII?

Looks good!
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https://arxiv.org/pdf/1707.07328.pdf


Analyzing models by breaking them

Idea: Can we break models by making seemingly innocuous changes to the input?

[Jia et al., 2017]

Peyton manning became the first quarterback ever 
to lead two different teams to multiple Super 
Bowls. He is also the oldest quarterback ever to 
play in a Super Bowl at age 39. The past record was 
held by John Elway, who led the Broncos to victory 
ƛƴ {ǳǇŜǊ .ƻǿƭ ···LLL ŀǘ ŀƎŜ оуΧ Quarterback Jeff 
Deanhad jersey number 37 in Champ Bowl XXXIV.

Passage:

Question: 

[prediction]

What was the name of the quarterback 
who was 38 in Super Bowl XXXIII?

¢ƘŜ ǎŜƴǘŜƴŎŜ ƛƴ ƻǊŀƴƎŜ ƘŀǎƴΩǘ ŎƘŀƴƎŜŘ ǘƘŜ ŀƴǎǿŜǊΣ ōǳǘ ǘƘŜ ƳƻŘŜƭΩǎ ǇǊŜŘƛŎǘƛƻƴ ŎƘŀƴƎŜŘΗ

So,ǎŜŜƳǎ ƭƛƪŜ ǘƘŜ ƳƻŘŜƭ ǿŀǎƴΩǘ ǇŜǊŦƻǊƳƛƴƎ ǉǳŜǎǘƛƻƴ ŀƴǎǿŜǊƛƴƎ ŀǎ ǿŜΩŘ ƭƛƪŜΚ
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https://arxiv.org/pdf/1707.07328.pdf


Analyzing models by breaking them

Idea: Canwe breakmodelsby making seemingly innocuous changes to the input?

[Ribeiro et al., 2018]

¢Ƙƛǎ ƳƻŘŜƭΩǎ 
predictions look good!

This typo is annoying, but a reasonable 
human might ignore it.

Changing what to �Á�Z���š�[�•should never 
change the answer!
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https://www.aclweb.org/anthology/P18-1079.pdf

