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Overview

From last lecture: PEFT--adapters (5 mins)

Question answering and RAG (15 mins)
Introducing language agents (5 mins)
Reasoning and planning (15 mins)
Memory (15 mins)

Tool use (10 mins)

o kA whe

Agent data and evaluation (15 mins)

 Redeem credits! Select keywords for your project!
* Huggingface tutorial this Friday




A functional perspective of adaptation

* Function composition augments a model’s functions
with new task-specific functions:

fi(@) = fo,(x) © fg,(x)

. w,

* Most commonly used in multi-task learning where

modules of different tasks are composed. Function

Composition




Adapter (Houlsby et al. 2019)

* Insert a new function f, between layers of a pre-
trained model to adapt to a downstream task ---

known as “adapters”

 An adapter in a Transformer layer consists of:

* A feed-forward down-projection WP € R**x4

* A feed-forward up-projection WY

* fo(x) = WY (e(WPXx))

E Rka

g

Feedforward
up-projection

Nonlinearity

Feedforward
down-projection



https://arxiv.org/pdf/1902.00751.pdf
https://arxiv.org/pdf/1902.00751.pdf

Adapter (Houlsby et al. 2019)
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https://arxiv.org/pdf/1902.00751.pdf
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Trade-off btw accuracy and # of trained task specific parameters
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The curves show the 20th, 50th, and 80th
performance percentiles across nine tasks
from the GLUE benchmark.

Adapter based tuning attains a
similar performance to full
finetuning with two orders of
magnitude fewer trained
parameters




Language adapters? Task knowledge ~= language knowledge

o Adapters learn transformations that make the

MLM MLM underlying model more suited to a task or language.

(English) (Quechuan) « Using masked language modelling (MLM), we can
learn language-specific transformations for e.g.

English and Quechua.

dES




Performance comparison
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Other variants of (efficient) adaptation

Reasoning Annotation via LLM

« Knowledge distillation to obtain smaller models bl oy

total does it take?

W
Few-shot Generate
Teacher Model Prompting Annotation
m
’ ]
CoT: Socratic CoT:

It takes 2/2=<<2/2=1>=1 How many bolts of white
bolt of white fiber. So the fiber does it take?
total amount of fabric is... It takes...

Y
4 m

+’-ﬁ;@‘< T e

& -
e | @ — @
Fine-tuning

Question™~——"Question
kGeneratlon Answering

Reasoning Skill
Transfer

The generic teacher-student framework for knowledge distillation (Gou et al., ) Shridhar et al., 2023

e Also check out: Gist tokens (Wu et al., 2024), ReFT(Wu et al, 2024), etc



https://arxiv.org/pdf/2304.08467
https://arxiv.org/pdf/2304.08467
https://arxiv.org/pdf/2404.03592
https://arxiv.org/pdf/2404.03592
https://www.dcs.bbk.ac.uk/~sjmaybank/KD_Survey-arxiv.pdf
https://arxiv.org/pdf/2212.00193.pdf

1. Question Answering

Reading Comprehension

The first recorded travels by Europeans to China and back date from this time.
The most famous traveler of the period was the Venetian Marco Polo, whose
account of his trip to "Cambaluc," the capital of the Great Khan, and of life there
astounded the people of Europe. The account of his travels, Il milione (or, The
Million, known in English as the Travels of Marco Polo), appeared about the year
1299. Some argue over the accuracy of Marco Polo's accounts due to the lack of
mentioning the Great Wall of China, tea houses, which would have been a
prominent sight since Europeans had yet to adopt a tea culture, as well the
practice of foot binding by the women in capital of the Great Khan. Some How many slices of pizza are there?
suggest that Marco Polo acquired much of his knowledge through contact with Is this a vegetarian pizza?

Persian traders since many of the places he named were in Persian.

How did some suspect that Polo learned about how many slices of pizza are there? is this a vegetarian pizza?
China instead of by actually visiting it? ChatGPT

There are 8 slices of pizza in the image. As for whether it's a vegetarian pizza, it appears to have
toppings that could be vegetables, such as pieces that look like diced tomatoes and possibly
green peppers. However, without a clearer image or a list of ingredients, it's impossible to be

Answer: through contact with Persian traders

certain if there are no meat products on the pizza. Vegetarian pizzas typically do not include meat,
but they can include a variety of vegetable toppings like onions, peppers, mushrooms, olives, and

(Rajpurkar et al, 2016): SQUAD: 100,000+ Questions for Machine Comprehension of Text more. If there is any meat or meat-based toppings visible, then it would not be a vegetarian pizza.
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Conventional methods for reading comprehension

Feature-based
* Generate a list of candidate answers (a4, a,, ..., ay)

« Define a feature vector ¢(p, g, a;) € R%*: Word/bigram features; Parse tree matches

* Apply a multi-class logistic regression model - R
start; @ starty 1
@@ |
: / \/
Neural approach: (e (™) - (W] (ser) (] -

 Problem formulation

BERT
° Input. C — (Cl; CZ""JCN);Q = (qli qZIIqM)
 Qutput: 1< start < end <N oo [En] [Eser] [Er]

[Ewr]
i

« N~100, M ~15 o ok sep] frokt] -
AN _/ N _/

Y
Question Paragraph
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Open-domain question answering

Question (Q) * » Answer (A)

O | A

; * W
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WiIKIPEDIA

The Free Encyclopedia

* Different from reading comprehension, we don’t assume a given passage.

* Instead, we only have access to a large collection of documents (e.g., Wikipedia). We
don’t know where the answer is located, and the goal is to return the answer for any

open-domain questions.

* Much more challenging and a more practical problem!

In contrast to closed-domain systems that deal with questions under a specific domain (medicine, technical support).




Retrieval augmentation

How many of Warsaw's inhabitants
spoke Polish in 19337

Document Document
Retriever Reader

/O a.{}

https://github.com/facebookresearch/DrQA

Chen etal., 2017. Reading Wikipedia to Answer Open-domain Questions

13




Using retrieval to overcome LMs’ shortcomings

* Instead of asking the LM to memorize everything, can we provide the LM with relevant
and useful content just-in-time?

* Retrieval / search is a common mechanism for identifying such relevant information.

* Dynamic: it’s easy to update / add documents to your retrieval system

* Interpretable: LM can generate pointers to retrieved documents that support
human verification of its generations (citations)

— ——

— In the stomach, gastric acid
What protects the . and proteases serve as . .
digestive system against [and Retriever oo powerful chemical defenses = gastrtlc acid "‘f‘"d
\ infection? i against ingested pathogens. proteases [1]

[1] Wikipedia - Immune system

Text Collection



Retriever-Reader framework

e Input: a large collection of documents D = D, D,, ..., Dy and Q
e Qutput: an answer string A

Retriever: f(D,Q) — Py, ..., Pg K is pre-defined (e.g., 100)
Reader: g(Q,{Py,..,Px}) — A A reading comprehension problem!

Retriever = A standard TF-IDF information-retrieval sparse model (a fixed module)

Reader = a neural reading comprehension model
* Could be Trained on SQUAD and other distantly-supervised QA datasets
 Or azero-shot LLM (ChatGPT etc)




RAG and it’s open problems

Retrieval Augmented Generation (RAG) is very powerful!

5 . . Y * ----------------------------- i ar ki CE Sl e
efine "middle ear" (x) . .

End-to-End Backprop through q and pg the tympanic cavity and

Question Answering: the three ossicles. (y)

QusinOa” ("Query  Retrieverp,  Oocument Y Generator pg )  Qiionsrmmats
Encoder LNGH—Parametric] Index (Parametric)

Barack Obama was d(Z) ) ts (¥)
born in Hawaii. (x) q(x) _ _—2Z4 Supporis ¥y

Fact Verification: Fact Query

Ma rgin- Fact Verification:
Label Generation

The Divine

This 14th century work
Comedy (x) is divided into 3
Jeopardy Question sections: "Inferno",
Generation: "Purgatorio" &
Answer Query "Paradisao" {y)
_) Question Generation

See also works like REALM, DPR, ORQA etc.. [Lewis et al., 2021]



https://arxiv.org/pdf/2005.11401
https://arxiv.org/pdf/2005.11401

Different types of retrievers

How should we retrieve relevant passages for our retrieval system?

e Word-overlap (BM25)
e Vector retrieval (DPR, Sentence vectors)

e Other, neural systems (ColBERT)




Fast vs slow retrievers

Fastest: computing similarities (or word overlap) on pre-computed vectors

* Slowest: using a LM to compute similarities

Other hybrid (pre-computing the ‘document index’) e.g. in ColBERT

C ! y )
C y D
‘qc'; "' . . -
E .—b - . .
S : B
O 5 « e
o 'b ) S 'y
- N o
Query Document Query
(a) Representation-based Similarity (b) Query-Document Interaction
(e.g., DSSM, SNRM) (e.qg., DRMM, KNRM, Conv-KNRM)

Query Document

(c) All-to-all Interaction
(e.g., BERT)

Query Document

(d) Late Interaction
(i.e., the proposed ColBERT)




We can train the retriever! Joint training of reader and retriever

MP S ead (0, “The term”, q) |

Sretr (0, ) BERT 3(0) BERT(qg, 0)

.

[CcLS]...The term ‘“ZIP’ Top K [CLS] What does the
is an acronym for Zone \ zip in zip code stand for? | &

Improvement Plan... [ SEP] [SEP]...The term ‘ZIP’ ©
is an acronym for Zone

S read (0, “Zone Improvement Plan”, q) |

Sretr(1,q) BERT (1) Improvement Plan...[SEP] Sread (0, ..., q)
BERT(q) / [CLS]...group of ze-
‘ bras are referred to as a
[CLS]What does the zip in herd or dazzle... [SEP]
i ? LP 11 2
zip code stand for? [ SEP ] BERT(q,2) M S ead(2, “ZIPS”, q) ‘
Smt,»(2,q) < BERTB(Z) 4&

[CLS] What does the
[CLS]..ZIPs for other Top K| 7P in zip code stand for? | 2
operating systems may [SEP]...ZIPs for other

be preceded by...[SEP] operating systems may

be preceded by...[SEP ] Sread (2, ..., q)

Sread (2, “operating systems”, q) |

BERTj(...)

* Each text passage can be encoded as a vector using BERT and the retriever score can be measured as the
dot product between the question representation and passage representation.

* However, it is not easy to model as there are a huge number of passages (e.g., 21M in English Wikipedia)

Lee et al., 2019. Latent Retrieval for Weakly Supervised Open Domain Question Answering




We can train the retriever!

* Dense passage retrieval (DPR)

 We can also just train the retriever using question-answer pairs!

1k Q/A pairs beat BM25!

Question g Passage p o
BERTg BERT p 3 80-
-
l l E 701
[00000000] [0000000O0] o
m
l l = o0 —w— # Train: 1k
2 —w— # Train: 10k
hq hp x so{ / —»— # Train: 20k
. —— # Train: 40k
v # Train: all (59k)
sim(q,p) = h;.r hp 40 20 40 60 80 100

k: # of retrieved passages

e Trainable retriever (using BERT) largely outperforms traditional IR retrieval models

Karpukhin et al., 2020. Dense Passage Retrieval for Open-Domain Question Answering




Deep retrieval + generative models

* Recent work shows that it is beneficial to generate answers instead of to
extract answers.

[ Question + Passage 1 ] | encoder > [[[l]

[ Question + Passage 2 ] I encoder> [IID] [[III]]ID'II] I decoder> [ Answer ]

[ Question + Passage N ] I encoder > [[[l
' _ Model NaturalQuestions  TriviaQA
Fusion-in-decoder (FID)=DPR+T5
ORQA (Lee et al., 2019) 31.3 45.1 -
[ ihere wac Alen 4 N REALM (Guu et al., 2020) 38.2 - -
L Turing born? DPR (Karpukhin et al., 2020) 41.5 57.9 -
Se“;;::;tmio‘zl SpanSeqGen (Min et al., 2020) 42.5 - -
RAG (Lewis et al., 2020) 44.5 56.1 68.0
w:ia: g‘:ﬁ‘:gh U /) TS5 (Roberts et al., 2020) 36.6 - 60.5
computer Y GPT-3 few shot (Brown et al., 2020) 29.9 - 71.2
scientist.
Born in Maida [ MaiLda ;’ale, J Fusion-in-Decoder (base) 48.2 65.0 77.1
Yate, tondon- . Fusion-in-Decoder (large) 514 67.6 80.1

Izacard and Grave 2020. Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering
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Problem: How many documents can we use?

The retriever is key — if we have to use only one document, then we have to get that right.

Why not get lots of documents and pass it to the LM?

— Input Context

Write a high-quality answer for the given question using only the provided search
results (some of which might be irrelevant).

Document [1l] (Title: Asian Americans in science and technology) Prize in physics for
discovery of the subatomic particle J/y. Subrahmanyan Chandrasekhar shared...
Document [2] (Title: List of Nobel laureates in Physics) The first Nobel Prize in
Physics was awarded in 1901 to Wilhelm Conrad Rontgen, of Germany, who received...
Document [3] (Title: Scientist) and pursued through a unique method, was essentially
in place. Ramdén y Cajal won the Nobel Prize in 1906 for his remarkable...

Question: who got the first nobel prize in physics
Answer:

—Desired Answer
Wilhelm Conrad Roéntgen




LM'’s can’t pay attention to the entire context [Liu+2023]

The long-context problem bites you — LMs do not pay attention to its context well!

Setup: 1 relevant document, all others irrelevant

10 Total Retrieved Documents (~2K tokens) 20 Total Retrieved Documents (~4K tokens) 30 Total Retrieved Documents (~6K tokens)
75 75 75
)
70 70 70 \
> ) o Q\
@ 65 @ 65 @ 65 \\‘ +
& 60 s b 60 b, 60 \\
55 55 55 - /ﬂ
50 50 50 W=
1st 5th 10th 1st 5th 10th 15th 20th 1st  5th 10th 15th 20th 25th 30th
Position of Document with the Answer Position of Document with the Answer Position of Document with the Answer
=@ claude-1.3 ©= claude-1.3-100k =@ gpt-3.5-turbo-0613 =@= gpt-3.5-turbo-16k-0613 mpt-30b-instruct =@= longchat-13b-16k

Best Closed-Book performance: GPT-3.5-Turbo, ~56%
Best Oracle (only feed in relevant doc) performance: GPT-3.5-Turbo, ~88.5%



https://arxiv.org/abs/2307.03172

In practice: LMs cant use many documents

Retriever performance (yellow)
rises slowly to 90% recall

RAG performance (other lines)
saturate very quickly — after 10-
20 documents.

90
80
L
570
Q
=
60 ..._--.'-——-.-":: —
o -—o
- @
o = (- 4
50 ®
5 10 20 30 40 50

Number of Retrieved Docs

@ mpt-30b-instruct
=@= longchat-13b-16k
contriever recall

=& claude-1.3

== claude-1.3-100k

=@ gpt-3.5-turbo-0613
== gpt-3.5-turbo-16k-0613




LLMs with web search (systems that search and cite the web)

perplexity

1.5 Pro with Deep Research
Get in-depth answers




RARR: research and revise what LLMs say using LLMs [Guo+2023]

Uses QA to check for consistency between
sources and responses

Returns citations for each of these items
using a LM.

Revises by detecting disagreement between
the text and citations, then runs an edit
model to revise the text if needed

Evidence snippets are selected to form an
attribution report

26

[fandom.com)]
... the first series

‘[ Query Generation ]
[
9, | dn,
When did Millie What channel was Millie
Inbetween premiere? Inbetween on?
Retrieval ] Retrieval ]
A
e, } {ey}
[fandom.com] [comedy.co.uk]
... the first series Millie Inbetween.
premiered on CBBC sitcom
1October 2014. about a young ...

Y

¥

Edit

-

- Agreement ’ —

J

premiered on
1October 2014.

[comedy.co.uk]
Millie Inbetween.

Y

Agreement

CBBC sitcom
about a young ...

Output Attribution
ReportA={e,, .., e, }

Millie Inbetween
premiered on 24

premiered on 1

Millie Inbetween

Millie Inbetween
premiered on 1

February 2014 ‘| October 2014 October 2014
on CBBC. on CBBC. on CBBC.
Input Passage X Output Passage y


https://arxiv.org/pdf/2210.08726
https://arxiv.org/pdf/2210.08726

LLMs citation and hallucinations

. . - () Create an itinerary for exploring Toronto over a span of two days. 0 o)
Unigue benefit of RAG: citing -
t h e source @ A « Day 2: Explore the history and culture of Toronto at the
Royal Ontario Museum, one of the largest and most

Toronto is a vibrant and diverse city with many attractions
and activities to suit different tastes and preferences. Here
are some suggestions for creating an itinerary for exploring

These citations themselves Toronto over two days:
are generated by LLMs e e S s

and beyond ' . You can also experience the thrill of
walking on the glass floor or the EdgeWalk, the world's
highest hands-free walk g Next, head to the nearby St.
Lawrence Market, one of the worl

. . markets, where you can sample a variety of cuisines an
SO t h e C I tat I O n S CO U I d GISO be local specialties 2 . After lunch, take a stroll along Queen
. . West, a trendy neighborhood with eclectic shops,
hGIIUC[n ated @/ HOW Ofte N galleries, cafes and street art ® . In the evening, enjoy a

show at one of the many theaters or comedy clubs in the

d Oe S th at h a p p e n ? Entertainment District, or catch a game at the

Scotiabank Arena if you're a sports fan.

27

comprehensive museums in North America, featuring

exhibits on art, natural history, world cultures and more
* _Then, hop on a ferry to the Toronto Islands, a group

islands that offer a relaxing escape from the city, with

the largest a
can find a vari

9]

Learn more:

1.cntowerca 2. travel.ushews.com 3. bing.com

4. rom.on.ca 5. tripadvisor.com




LLMs citation and hallucinations

Outputs are easy to read / appear useful to rater (1-5 scale)

_ ' . Perceived Utility (1) Fluency (7)
Unique benefit of RAG: citing Average Over Average Over
the source All Queries All Queries
Bing Chat 4.34 Bing Chat 4.40
NeevaAl 4.48 NeevaAl 4.43
TR perplexity.ai 4.56 perplexity.ai 4.51
These citations themselves YouChat 462 YouChat 430
are generated by LLMs Average 450 Average Iy

o But precision and recall are both low..
So the citations could also be

B Citation Precision (%; 1) Citation Recall (%;

hallucinated W How often ver —
verage Over Average Over
does that happen? All Queries All Queries
Bing Chat 89.5  Bing Chat 58.7
NeevaAl 72.0  NeevaAl 67.6
perplexity.ai 727  perplexity.ai 68.7
YouChat 63.6  YouChat 11.1

Average 74.5  Average 51.5

28




2. Language agents: from words to action

* LLMs predict textual output for a given input; while agents perform actions based on
observations from the environment/world

Action

A -

Observation

* Lots of debate on what is an agent and what is not an agent

 Same with the definition of “agentic”

* Here, we focus on key components of LLM empowered systems or language agents

Many slides credit to:
Language Agents: Foundations, Prospects, and Risks. Yu Su, Diyi Yang, Shunyu Yao, Tao Yu. EMNLP 2024 Tutorial.

29



https://language-agent-tutorial.github.io/

Language agents: key components

Planning & Reasoning Memory
ReAct / CoT / Reflexion/etc Episodic, semantic, procedural, etc Environment
1 1 observe (external world)
<<
Desktop OS,
LLM Core Web browser,
1 Mobile apps,
Games,
Tools Robots,
Retrieval, Calculator, Code, Search, Read/Write Memory... Databases,
1 act etc

Agent actions: tool call, interaction, response to users

20 lllustration purpose only; not meant to be the exact process of agent development




Other types of common components of language agents

Calendar ()

Calculator ()

CodelInterpreter()

Short-term memory

Long-term memory

Memory [~~~ =~ =~~~ =====~=~ 1

d

Search ()

...Mmaore

|~}

) 3
I
|
T |
|
v
Tools [= Agent | Planning

—>

Reflection

Action

Self-critics

Chain of thoughts

Subgoal decomposition

https://lilianweng.github.io/posts/2023-06-23-agent/
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Cognitive Language Agent

Reasoning

v 1

.

!

Observations

Environment

Cognitive Language Agents
(Sumers and Yao, 2024)



https://arxiv.org/pdf/2309.02427

3. Language agents: Reasoning

32

Planning & Reasoning Memory
ReAct / CoT / Reflexion/etc Episodic, semantic, procedural, etc

1

LLM Core

1

Tools
Retrieval, Calculator, Code, Search, Read/Write Memory...

1

Agent actions: tool call, interaction, response to users

observe

<

act

Environment
(external world)

Desktop OS,
Web browser,
Mobile apps,
Games,
Robots,
Databases,
etc




ReaSOning PERCEPTION INTUITION REASONING

SYSTEM 1 SYSTEM 1

* For humans: various mental _

processes Q: Roger has 5 tennis balls. He buys Q: How many keystrokes are needed

2 more cans of tennis balls. Each can || to type the numbers from 1 to 5007
_ o balls does he have now? (d) 1562 () 1788
generation that imitate A:
. A:

various (but not all) human —

mental processes The answer is 11.
 For agents: internal actions - _/ \answeris (b). J

Q: Yes or no: Would a pear sink in Q: The concert was scheduled to be

water? on 06/01/1943, but was delayed by
Action one day to today. What is the date 10
think > days ago in MM/DD/YYYY?
about Oo ‘ 9£ ' o
@ Observation Thus, a p

answer is no.

33 \ j\ _/




Why is reasoning helpful for agents?

Obs t [ You are cooking a dish and seeing salt is out... }

‘ Act
Reasoning o Q¢

- Obs
Act t [ Turn right J
Reason to act
Obs t+1 { You see a cabinet and a table... } o
1. Generalization

Act t+1 { Open cabinet } 2. A“gnment

Observation to Action mapping could be hard
34




Reasoning without acting

Question: Aside from the Apple Remote, what other device can control the

program Apple Remote was originally designed to interact with?

[ Standard ]
[Answer: iPod x}

- [ Reason Only } ~

Thought: Let's think step by step. Apple Remote was originally designed to
interact with Apple TV. Apple TV can be controlled by iPhone, 1Pad, and 1Pod
Touch. So the answer is i1Phone, i1Pad, and iPod Touch.

Answer: 1Phone, i1Pad, iPod Touch

35




Reasoning with acting

G

Question: Aside from the Apple Remote, what other device can control the

program Apple Remote was originally designed to interact with?

36

-

-

—

ReAct (Reason + Act)

—

Thought 1: I need to search Apple Remote and find the program it was originally designed to interact with.

Act 1: Search[Apple Remote]

Obs 1: The Apple Remote is a remote control introduced in October 2005 by Apple .. originally designed to control
the Front Row media center program ... (long text omitted)

Thought 2: Apple Remote was originally designed to control the Front Row media center program. I need to search
Front Row next and find what other device can control it.

Act 2: Search|[Front Row]

Obs 2: Could not find [Front Row]. Similar: ['Front Row Seat to Earth', 'Front Row Motorsports', 'Front Row
(software) ', ..]

Thought 3: Front Row is not found. I need to search Front Row (software)
Act 3: Search[Front Row (software) ]
Obs 3: Front Row is a discontinued media center software ..(long text omitted)

Thought 4: Front Row (software) is controlled by an Apple Remote or the keyboard function keys. So the answer is
keyboard function keys.
Act 4: Finish[keyboard function keys] \/




Comparing ReAct with COT, SC

4 HotpotQA | Fever
Prompt Method (EM) (Acc)
Standard 28.7 57.1 .
o e 1 2 04 | 363 * ReAct outperforms Act consistently
CoT—SC (Wang et al., 2022a) 334 60.4 . . . .
- r <59 e Hallucination is a serious problem for CoT,
C . .
ReAct 27.4 60.9 and ReAct can help mitigate it to some extent
CoT-SC — ReAct 34.2 64.6
ReAct— CoT-SC 35.1 62.0
Supervised SoTA® | 675 | 895
Type Definition ReAct CoT
Success True positive Correct reasoning trace and facts 94% 86%
False positive Hallucinated reasoning trace or facts 6% 14%
Reasoning error Wrong reasoning trace (including failing to recover from repetitive steps) 47% 16%
Failure Search result error ~ Search return empty or does not contain useful information 23% -
Hallucination Hallucinated reasoning trace or facts 0% 56%
Label ambiguity Right prediction but did not match the label precisely 29% 28%
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Self-Consistency [wang et al., 2023]

Chain-of-thought
prompting

Self-consistency

ﬁ: If there are 3 cars in the parking \
lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2=5cars. The answer is 5.

Q: Janet's ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How

much does she make every day?

NG /

Language
model

Language
model

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

Sample a diverse set of
reasoning paths

P e s s s e s e s

N
She has 16 - 3 - 4 =9 eggs
left. So she makes $2*9 = | The answer is $18.
$18 per day. | )
~
This means she she sells the
remainder for $2 * (16 - 4 - 3) The answer is $26.
= $26 per day. I
I J
\

She eats 3 for breakfast, so !
she has 16 - 3 = 13 left. Then I
she bakes muffins, so she I The answer is $18.

The answer is $14. J

Marginalize out reasoning paths
to aggregate final answers

The answer is $18. }

has 13 - 4 = 9 eggs left. So
she has 9 eggs * $2 = $18. |

* Prompt a language model using chain-of-thought (CoT) prompting;

* Generate a diverse set of reasoning paths

* Aggregate by choosing the most consistent answer in the final answer set.



https://arxiv.org/abs/2203.11171

Reflextion: reinforce agents via natural language feedback

Reflexion agents verbally reflect on task feedback signals, then maintain their own

reflective text to induce better decision-making.

External feedback r

Agent

Internal
feedback

L Self-reflection (LM)

Evaluator (LM) J

Reflective

text

Experience

(long-term memory)

39

Trajectory

(short-term memory)

Actor (LM)

internal / external)

—QObs / Reward —

Environment

~— Action

FAA;AAAA[ 1. Decision making ]Agggggf

(a) Task

You are in the middle of a room
[...] Task: clean some pan and put
it in countertop.

|

(b)
Trajectory

[...]

Action:take panl from stoveburnerl
Obs:Nothing happens. [...]
Action:clean panl with sinkbasinl
Obs:Nothing happens. [...]

(c)

Evaluation

Rule/LM Heuristic:
Hallucination.

v

(d)
Reflection

[...] tried to pick up the pan in
stoveburner 1 [...] but the pan
was not in stoveburner 1. [...]

|

(e) Next
Trajectory

[...] Action: take pan 1 from

stoveburner 2
[...] Obs: You put the pan 1 in
countertop 1.



https://arxiv.org/pdf/2303.11366

Reflextion: reinforce agents via natural language feedback

* Improve performance compared to ReAct

* Reduce error cases by using self-reflection to distill long, failed trajectories into
relevant experiences that can are used as "self-hints" in the future

(a) ALFWorld Success Rate (a) ALFWorld Success Rate

-+-- ReAct only ReAct only - hallucination

—e— ReAct + Reflexion (Heuristic) --+-- ReAct only - inefficient planning

—e— ReAct + Reflexion (GPT) ReAct + Reflexion - hallucination

—e— ReAct + Reflexion - inefficient planning

e o =
oo © =
o o
w N

o
N

Proportion of Solved Environments
Proportion of Environments

0 2 4 6 8 10
40 Trial Number Trial Number
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Multi-agent debate to improve reasoning [Du et al., 2023]

User Input: A treasure hunter found a buried treasure chest filled with gems. There were 175 diamonds, 35 fewer rubies than
diamonds, and twice the number of emeralds than the rubies. How many of the gems were there in the chest?
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https://arxiv.org/pdf/2305.14325

Multi-agent debate to improve reasoning [Du et al., 2023]

Agent 1: Given the information provided in other agents' solutions, we have Agent 2: After reviewing the solutions
two answers: One agent found that the number of rubies is 40 and the total provided by other agents, I agree with
number of gems is 225. Another agent found that the number of rubies is the second agent who found that the
140 and the total number of gems is 595. number of rubies is 140 and the total

number of gems in the chest is 595.
We know that the number of rubies is 35 fewer than the number of Therefore, my answer to the math

diamonds, which is 175. So the number of rubies should be 175 - 35 = 140, problem is 595.
as the second agent found. However, the agent who found 225 gems

assumed that the number of emeralds is twice the number of rubies minus

35, rather than twice the number of rubies. If we use this assumption, we

get: Number of rubies = 140. Number of emeralds = 2 * 140 - 35 = 245.

Total number of gems = 175 + 140 + 245 = 560. Our final answer is 560. ‘Z’ O
User Input: Using the solutions from other agents as additional information, can you give an updated response....
(Copy Agent 2’s reply) (Copy Agent 1’s reply)
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Coordinate with Orchestrator

3 ¥
© Task R WA SRRSO R EEa TR SA R ERRR RRRRARASS 'ﬁ])@ ComputerTerminal
The attached image ; 2) )
contains a Python script. B o e S e R SRR SR ae e »[[" </> Coder

Run the Python code 1) : Analyze Python code from image
against an array of strings, ----»[ @ FileSurfer ’

listed below. Output of the
script is a URL containing

. archive_prefix ntips.//web. archive.org/web/20230¢
C++ source code, compile, url_indices = 33, 4, 8, 9, 10, 14, 17, 18, 19, 20, 21, 2:
run and return the sum of ::‘m;u'f:“"emm i
the third and fifth integers ..

. 4) ‘ 5) - 6)
v ) %@ WebSurfer ,—'%Zb Coder I ,”?Q ComputerTerminal

Access Image, extract code

& Orchestrator Navigate to url, extract C++ code |  Analyze C++ code }  Execute code
| - -
; E & rosettacode.org
: o | - -
Orchestrator creates a : N e—— ooy
dynamic/task-specific =~ |-—- < = : e
plan ; - 7 =
R Return final result

e e e s e s s s 4 © Task Complete!

https://www.microsoft.com/en-us/research/publication/magentic-one-a-generalist-multi-agent-system-for-solving-complex-tasks/




4. Language agents: Memory
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Planning & Reasoning Memory
ReAct / CoT / Reflexion/etc Episodic, semantic, procedural, etc

1

LLM Core

1

Tools
Retrieval, Calculator, Code, Search, Read/Write Memory...

1

Agent actions: tool call, interaction, response to users

observe

<

act

Environment
(external world)

Desktop OS,
Web browser,
Mobile apps,
Games,
Robots,
Databases,
etc




Different types of memory for language agents

Type by content

Definition

Examples

Episodic memory

Stores experience

Generative agents
[Park et al., 2023]

Semantic memory

Stores knowledge

Procedural memory

Stores skills

Voyager
[Wang et al., 2023]

Note: here we only categorize based on memory content, which is inspired by human long-term memory systems



https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory
https://en.wikipedia.org/wiki/Long-term_memory
https://arxiv.org/abs/2304.03442
https://arxiv.org/abs/2305.16291

Generative agents

Morning routine

Catching up

Beginning workday
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Generative agents: the need for memory

o Context window cannot possibly hold all the event streams
o Even if possible, might be hard to attend to relevant events, or digest over them

Plan

Generative Agent Memory

| |
| |
I [
I I
I I
[ Perceive ]—:—» Hemor‘y Stream Retrieve Retrieved Memories I—:—-[ Act ]
I [

Reflect
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e Write: append-only event streams
e Read: retrieval based on heuristic scores

Episodic memory

Q. What are you looking forward to
the most right now?

Memory Stream

Isabella Rodriguez is excited to be planning a
\ Valentine's Day party at Hobbs Cafe on
2023-02-13 22:48:20: desk is idle February 14th from S5pm and is eager to invite

2023-02-13 22:48:20: bed is idle 4 th
2023-02-13 22:48:10: closet is idle everyone to attend the party.

2023-02-13 22:48:10: refrigecator is idle retrieval recency importance relevance
2023-02-13 22:48:10: Isabella Rodriguez is stretching ;
2023-02-13 22:33;30: shelf is idle 2.34 l = | 0.91 - 0.63 + o.Bo |

2023=02=13 22:33:30: desk is neat and organized

2023-02-13 22:33:10: Isabella Rodriguez is writing in her journal
2023-02-13 22:18:10: desk ia idle

2023-02-13 22:18:10: Isabella Rodriguez is taking a break [ I l - 0.87 . 063 + 071 l
2023-02-13 21:49:00: bed is idle

2023=02=13 21:48:50: Isabella Rodriguez is cleaning up the

ordering decorations for the party

kitchen researching ideas for the party
2023-02-13 21:48:50: refrigerator is idle
2023-02-13 21:48:50: bed is being used 2.20 = | 0.85 + 073 + 0.62 |

2023-02-13 21:48:10: shelf is idle

2023-02-13 21:48:10: Isabella Rodriguez is watching a movie
2023-02-13 21:19:10: shelf is ocrganized and tidy
2023-02-13 21:18:10: desk ia idle

2023-02-13 21:18:10: Isabella Rodriguez is reading a book
2023-02-13 21:03:40: bad is idle

2023-02-13 21:03:30: refrigerator is idle

2023-02-13 21:03:30: desk is in use with a laptop and scme papers -/

on it

I'm looking forward to the
Valentine's Day party that
I'm planning at Hobbs Cafe! Isabella
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) e Write: LLM reasoning over events
Semantic memory e Read: retrieval

[Reflection] Klaus
Mueller is highly
dedicated to research

i

[Reflection] Klaus
Mueller is engaging in

[Reflection] Klaus
Mueller is dedicated to

[Reflection] Klaus
Mueller is dedicated to

research research activities research
4 )
[Plan] For Wednesday . N ) N s ~
February 13: wake up and [Observation] Klaus [Observation] Klaus [Observation] Klaus
complete the morning routine Mueller is making Mueller is reading and Mueller is searching for
at 7=“i am, read :"'d take connections between taking notes on the relevant articles with
notes for research paper at : : the hel £ 1ib :
8:00 am, have lunch at 12:00 the articles ) ka:ri:n.n‘:ln&s: p e help of a librarian
pm, write down ideas or
brainstorm potential 4 N ™ . ™
solutions at 1:00 pm, [...] [Observation] library table [Observation] Klaus [Observation] Klaus
o v, is being used to research Muell . di th Mueller is engaging with
material and make connections I.I.E. er 1is rea.:l.ng e a librarian to further
. between the articles assigned material his research
[ _ \_ VAN J J
[Chservation] Klaus Mueller is
reading about gentrification r *\ ' ™ 5
\ J . Observation] Klaus
[Reflection] Klaus [Observation] library [ . .] .
r ~ . . Mueller is discussing
[Observation] Klaus Mueller Mueller spends many table is being used to his research with a
P 1 . s o
is reading about urban design hours reading discuss research material librarian
\ J L. J L > /
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e \Write: Code-based skills

Procedural memor
y e Read: Embedding retrieval

Automatic Curriculum Iterative Prompting Mechanism Skill Library
async function combatZombie(bot) {
/7 Equip a weapon .\, Mine Wood Log
const sword = bot.inventory.findInventoryItem( .
mcData. itemsByName["stone_sword"].id); ‘ Make Crafting Table
if (sword) {
Make Crafting Table lawa}'{.t bot.equip(sword, “"hand");} f Craft Stone Sword
else
MNew await craftStoneSword(bot);} .-cceea--. f Skill . Make Furnace
Combat Task /7 Craft and equip a shield Retrieval
i await craftShield(bot); temmmmmmemm— — . Craft Shield
Zombie
} &) Cook Steak
Mine Wood Log . 1 Combat Zombie
Env Feedback Code as Refine Program
Execution Errors Actions e
HIHEET_!FIFE [
Mine Diamond Update :
Exploration
Progress

Environment Self-Verification
50




MemGPT [Packer+2024]

OS-inspired LLM system for virtual context management;

Using function calls, LLM agents can read and write to external data sources, modify their
own context, and choose when to return responses to the user.

LLM Finite Context Window (e.g. 8k tokens)

A
' A
Prompt Tokens Completion Tokens
e T  —— o i
! . I 1 I
g  System Instructions FIFO Queue —1| Output Buffer |;
1 | 1 I
Read-Only (static) Read-Write Read-Write
MemGPT System Prompt Write via Functions Write via Queue Manager

T 1

Archival Storage Function Executor H Queue Manager

Read via Functions Read via Functions
Write via Functions Write via Queue Manager

Recall Storage
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https://arxiv.org/pdf/2310.08560

MemGPT [Packer+2024]

Model Accuracy I ROUGE-L (R) {
GPT-3.5 Turbo 38.7% 0.394
+ MemGPT 66.9% 0.629
GPT-4 32.1% 0.296
+ MemGPT 92.5% 0.814
GPT-4 Turbo 35.3% 0.359
+ MemGPT 93.4% 0.827

Deep memory retrieval (DMR) performance
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Accuracy

=
“a

e
=)

e
(7

=
I

=
[

=
[}

=
=

0 25 50 75 100 125 150 175 200

Documents Retrieved

—0— GPT-4 =a=  GPT-3.5 Turbo GPT-4 Turbo
MemGPT (GPT-4, GPT-4 Turbo) = =  MemGPT (GPT-3.5)

MemGPT’s performance is unaffected by
increased context length
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5. Language agents: Tool use

Planning & Reasoning Memory
ReAct / CoT / Reflexion/etc Episodic, semantic, procedural, etc Environment

1 1 observe (external world)

<

Desktop OS,
Web browser,
Mobile apps,
Games,
Tools Robots,
Retrieval, Calculator, Code, Search, Read/Write Memory... Databases,

act etc

LLM Core

Agent actions: tool call, interaction, response to users

53




Toolken GPT [Hao et al., 2024]

 ToolkenGPT represents each tool as a token (“toolken”) and learns an embedding for it,
enabling tool calls in the same way as generating a regular word token. Once a toolken
is triggered, LM is prompted to complete arguments for the tool to execute.

Embeddings Token Dist. - Reasoning mode $
Liverpool ( - Question: John has a rectangular garden, of which the length is 64
Word meters and the width is 48 meters. He wants to divide the garden into
- kor 1 identical square sections, each with the largest possible area. What's
oKens find ] the area of each section? (64, 48)
Answer: The maximal side length of each section ig“lﬁ meters.
@ KB [—|winner_of ] Therefore, the area is _296 @ fill in text
———————— ill in tex
Toolkens father_of ] - = —— )
/4 ~
Math Squqre ® mOde SWltCh . \\
Toolkens GcD ] \\ p Tool mode ) \ |
\ demonstrations Execution ‘\
N
gﬁ’obot grab ] *™ | The maximal side length of each section is
square |(16) — 256
Toolkens [% ] 16 meters, so the area is <square>(16) , 1
~—— Argument completion @ call the tool
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https://arxiv.org/pdf/2305.11554

Toolformer: language models can teach themselves to use tools

The New England Journal of Medicine is a registered
e Toolformer trains LMs to decide which trademark of [QA(“Who is the publisher of The New

England Journal of Medicine?”) — M husett

APIs to call, when to call them, what ngland Journal of Medicine?") — Massachusetts
Medical Society] the MMS.

arguments to pass, and how to best

incorporate the results. Out of 1400 participants, 400 (or [Calculator(400 / 1400)
— 0.29] 29%) passed the test.

* Use self-su perV|sed learni ng with Only d The name derives from “la tortuga”, the Spanish word for
handful of demonstrations for each API. [MT(“tortuga”) — turtle] turtle.

The Brown Act is California’s law [WikiSearch(“Brown
* Tools: calculator, Q&A system, search Act”) — The Ralph M. Brown Act is an act of the

engine, translation system, calendar. California State Legislature that guarantees the public's
right to attend and participate in meetings of local
legislative bodies.] that requires legislative bodies, like
city councils, to hold their meetings open to the public.
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https://arxiv.org/pdf/2302.04761

Toolformer: language models can teach themselves to use tools

e For aninput x, sample a position i and corresponding API call candidates cl-l, cl-z, c{‘.

* We then execute these API calls and filter out all calls which do not reduce the loss L;
over the next tokens.
* All remaining API calls are interleaved with the original text, resulting in a new text x*

LM Dataset —> | .2 .3 . LMpDataset
Sample API Calls Execute API Calls Filter API Calls with API Calls
X . = Pittsburghis c.' = What other name is r = Steel City L.(c.* — Steel City) x" = Pittsburgh is
"~ also known as Pittsburgh known by? <min(L(c;! =€), L (&) also known as
i [QA(What ...?
X, = the Steel City ¢; = Which country is r2 = United States L.(c? — United States) —> Steel City)]

Pittsburgh in? min(Li(ci2 —g), Li.(e)) the Steel City.
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Toolformer: language models can teach themselves to use tools

Your task is to add calls to a Question Answering API to a Model SQll AD Google-RE T-REx
piece of text. The questions should help you get
information required to complete the text. You can call the GPT-J 17.8 4.9 31.9
API by writing "[QA(question)]" where "question” is the GPT-J + CC 19.2 5.6 33.2
question you want to ask. Here are some examples of API Toolformer (disabled) 221 6.3 34.9
calls: Toolformer 33.8 11.5 53.5
Input: Joe Biden was born in Scranton, Pennsylvania. OPT (66B) 21.6 2.9 30.1

_ _ GPT-3 (175B) 26.8 7.0 39.8
Output: Joe Biden was born in [QA("Where was Joe
Biden born?")] Scranton, [QA("In which state is
Scranton?")] Pennsylvania.
Input: Coca-Cola, or Coke, is a carbonated soft drink Model WEbQS NQ TrwnaQA
manufactured by the Coca-Cola Company. GPT-J 18.5 12.8 439
Output: Coca-Cola, or [QA("What other name is GPT-J + CC 18.4 12.2 45.6
Coca-Cola known by?")] Coke, is a carbonated soft drink Toolformer (disabled) 18.9 12.6 46.7
manufactured by [QA("Who manufactures Coca-Cola?")] Toolformer 26.3 17.7 48.8
W EEREe ey OPT (66B) 186 114 457

GPT-3 (175B) 290 226 05.9

Input: X

Output:
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Gorilla: LLMs connected with massive APIs (Patil et al., 2023)

e Use self-instruct to generate {instruction, API} pairs and fine-tune LLaMa on it

ylorch

PYTORCH

HUB

Dataset curation: 1,645 API calls. 94 from Torch
Hub (exhaustive), 626 from TensorFlow Hub v2
(exhaustive) and 925 from HuggingFace (Top 20

®

in each domain).

4

—
AP| Database
\_

| API: torch.hub.load(...) | ﬁ

S~
v

Self-instruct with in-context
examples to generate
16,450 {instruction,API} pairs

- WA

GORILLA

— )

This is then used to
train Gorilla-7B

API:StableDiffusionPipelin
e.from_pretrained(stabilit
yvai/stable-diffusion-2-1)

“l want to see
some cats dancing
in celebration!”

Information

Retriever

Input:

###Task: Generate image
from text

###HReference API:
StableDiffusionPipeline.from_
pretrained (...)

GORILLA

Zero-shot

Execution
Results!

Accuracy

100 4
90 4
80 1
70 1
60 -
50 4
40 -
30 1
20 1
10 4

100 A
90 -
80 A
70 1
60 4
50
40 4
30 4 -

] Goriﬁ.‘iﬂ PT-4

10 1

20

0-shot

8,
Gorilla Clta
* '

GPT-3.5
® GPT-4

Claude
LLAMA ®
@

0 10 20 30 40 50 60 70 80 90 100
Hallucination

with BM25-Retriever

GPT-3.5
Claude

LLAMA
@

0 10 20 30 40 50 60 70 80 90 100
Hallucination
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6. Different agent applications, data and evaluation
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Planning & Reasoning Memory
ReAct / CoT / Reflexion/etc Episodic, semantic, procedural, etc Environment
1 1 observel (external world)
<<
Desktop OS,
LLM Core Web browser,
1 Mobile apps,
Games,
Tools Robots,
Retrieval, Calculator, Code, Search, Read/Write Memory... Databases,
1 act etc

Agent actions: tool call, interaction, response to users




Agent applications based on environments and domains

Digital world
_ /Agent Sensors

* Coding agents retee

* Gaming agents Reasoning
s

e Mobile agents 2

[nner =t

* Web/app agents Monologue =
@
o

* Computer agents

Actions

Physical world _ Acyalon: =

e Robotics



Coding agents

o Environment: project code repos, filesystems, IDEs...
o Observation space: code files, exe outputs, docs, errors, commit history...
o Action space: code edits, file search/view, test updates...

S ( @ Language Model J — -
® Issue guag Fl Unit Tests
data leak in GBDT due to warm J
start (This is about the non- Pre PR PostPR Tests
histogram-based version of... v join_struct_col
1GeneratedPR j
v vstack_struct_col
() Codebase W sicearn > v dstack_struct_col
B sklearn/ D regs.txt [ gradient_boosting.py S a::.: ~struct_co
BB examples/ [J setup.cfg @ helper.py _ v matr'lx_trans'farm
[@ README.rst [J setup.py B utils =] v euclidean_diff

SWE-bench (Jimenez & Yang, 2023)
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https://www.swebench.com/
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Web/app agents

e Environment: web browsers/apps
o Observation space: screenshots, DOM trees, HTML, historical actions...
o Action space: browser/app controls (e.g., click, type, scroll, drag, hover...)

(a) Find one-way flights from New York to (b) Book a roundtrip on July I from Mumbai to (c) Find a flight from Chicago to London on
Toronto. London and vice versa on July 5 for two adults. 20 April and return on 23 April.

D aviiav

[P SIS ———— | vow

bor e Trne P ] e o et o o Comtmn

Ploase select an appointmaent type below,

ﬂ;;‘kw:_w@
[ romtecge Tt Commarcavence |

(d) Find Elon Musk's profile and follow, start (e) Browse comedy films streaming on Netflix || (f) Open page to schedule an appointment for
notifications and like the latest tweet. that was released from 1992 to 2007. car knowledge test.



https://osu-nlp-group.github.io/Mind2Web/
https://arxiv.org/abs/2307.13854

Computer use agents

o Environment: desktop operating systems
o Observation space: desktop screenshots, ally trees, historical actions...
o Action space: keyboard/mouse controls (e.g., click, type, drag, shortcuts)

Task instruction |: Update the bookkeeping sheet with my recent transactions over the past few days in the provided folder.

task initial env state setup Virtual Machine(s)  cet env state

Task Initial State Setup Config

T couceien [ & [ 2 ]

o=
screenshot  ally-tree v S8 O Final State

. 6w 2 | 43 Am
(Tsask Instlructt)zor; input ; Ag@?:rT‘tw) < . a ’G @
ee examples above Xof- - r . =
2 &9 by B oS Arbitrary Apps | Interfaces EXecition:based
mouse keyboard Evaluation

Action OSWorld Environment
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Agent data --- scaling agent data

e Human demonstrations
o Expensive and complex infrastructure setup
e Experttime & cost
e Task coverage

e Synthesis/simulation
o Converting online tutorials into direct training demonstrations [Synatra]

| St |
@cel a PayPal payment
]
Log in with your
credentials.

[...]
Enter the keyword

&

Select the payment

E

Indirect knowledge
64

Synthetic
agent
trajectory
generation
(Synatra)

Gancel Amazon Prime membership on Paypal)

task intent {

ggagoto("https://www.paypal.com") ﬁ‘\\
Eoaed
, click(“login™)
T type(“username", " john@example.com”)

P

_<mompe )

<html lang="en">

b <head>
—— Borerl|
T — </head>
id=156 <body>
L s C...]

</body>

I
(::jtype("search bar","Amazon Prime")

action history a,,...,q,_,

v s =" </html> J

observation o,

C click("Amazon Inc.”, id=156) D

next action g,



https://arxiv.org/abs/2409.15637

Agent data --- scaling agent data

e Human demonstrations

Cancel a PayPal payment

( Cancel Amazon Prime membership on Payps! ) ( (R 00 v s
1 1 waw o . s d‘ l 1 - -
o Expensive and complex infra & o task intent a | - Gl
credentials. w : » o Esend
. (] CJ" @goto( https://waw.paypal .com™) T e TRanh
e Experttime & cost Foer byt @ (... el s
Select the payment click(“login™) g —Tes - [...]
[...] Synthetic ’ 2 e " </body>
o TaSk Coverage agent |~ type(“username”,"john@example.com") !*ﬁ - /html> J
aﬂé tniecltoiry ; C...] observation o,
— — generation | s " won 3 "
Cnatin) k type(”search bar","Amazon Prime )j ( click("Anazon Inc.”, id=156) )

Indirect knowledge action history a,..., a,., next action ¢,

e Synthesis/simulation
o Converting online tutorials into direct training demonstrations [Synatra]

e Internet-scale data
e Numerous videos/data exist online showing how humans perform (agent) tasks, but
without grounded trajectories
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Case study of SWE-smith: scaling data for coding agents

A toolkit for (1) creating execution environments, and (2) synthesizing 100s to
1000s of task instances for any (Python) GitHub repository [Yang et al., 2025]

] Real Repositories & Environment Creation ¥ Task Gen. Strategies &= New Task Instances
<> Source Code 2% SWE-agent [ pProcedural | @ Environmentimage
B src/ [® README.rst agen ﬁ@' e .
BB tests/ (3 setup.py Attempts to install the repo L Modification y (® Synthetic Tasks
and execute tests - N\
EJ Unit Test > ] » )
2 Unit Tests U ) LM Generated 5 Generated Issue
L >
tests/test_api.py ’- ~ g
e T 2 Developer <4 Combine Bugs {'§ Bugged Patch
- 4 . w
tests/test_client.py Writes Dockerfile based on 7 \ L_:| Verifi X 2
) - - - X ifiedTests  §
T SWE-agent work . [L] PR Mirroring ) < J{J
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https://arxiv.org/abs/2504.21798

Training details and results

o Training Technique: Rejection Sampling Fine Tuning
o Models: Claude 3.5/3.7, GPT 40 (Experts); Qwen 2.5 Coder Instruct (Student)
o Agent System: SWE-agent

Model System | Train Size Lite Verified
Closed Weight Models
SWE-bench Verified (Single Attempt) GPT-4o (OpenAl, 2024a) Agentless - 320 388
0 OpenHands - 22.0 -
' SWE-agent - 183  23.0
60 Claude 3.5 Sonnet (Anthropic, 2024)  Agentless - 407  50.8
AutoCodeRover - - 46.2
50 - OpenHands - 41.7 53.0
ge SWE-agent - 230 336
£ 401 Claude 3.7 Sonnet (Anthropic, 2025) ~ SWE-agent - 48.0  58.2
o Llama3-SWE-RL-70B (Wei et al., 2025) Agentless 11IM - 41.0
@
:; 301 Open Weight Models
20- T, Lingma-SWE-GPT-72B (Ma et al., 2024) SWE-SynInfer - - 28.8
P\ Qwen3-235B-A22B (Qwen et al., 2025) OpenHands - - 344
8% R2E-Gym-32B (Jain et al., 2025) OpenHands 3.3k - 34.4
101 SWE-fixer-72B (Xie et al., 2025a) SWE-Fixer 110k 247 328
SWE-gym-32B (Pan et al., 2024) OpenHands 491 15.3 20.6
' " ' + : . SWE-agent-LM-7B SWE-agent 2k 11.7 15.2
Qwen 25  Qwen3 Deepseek OpenHands GPT-4o  SWE-agent
Coder32B 235B-A22B R1328 LM 328 LM 328 SWE-agent-LM-32B SWE-agent 5k 30.7  40.2
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Agent evaluation

Challenges in agent evaluation
* Real-world environmental setup complexity
* Task coverage
 Open-ended success criteria
* Multiple valid solution paths
* Cannot script evaluation metrics, need for human judgment
* Evaluation beyond task success

Agent evaluation:

* via benchmarks; via LLMs/VLMs; via crowdsourcing

e See lecture on “Benchmarking and Evaluation”
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Language agents: from words to action

69

Planning & Reasoning Memory
ReAct / CoT / Reflexion/etc Episodic, semantic, procedural, etc
LLM Core
Tools

Retrieval, Calculator, Code, Search, Read/Write Memory...

1

Agent actions: tool call, interaction, response to users

<

observe

act

Environment
(external world)

Desktop OS,
Web browser,
Mobile apps,
Games,
Robots,
Databases,
etc




Bonus: building a coding agent (step by step)

At its simplest, an Al coding agent is just a big loop

Given a task, e.g. “create a web app for me”, we
kickstart the following loop:

1. The LM proposes an action

2. You execute the action in a code environment
(e.g., bash terminal, docker container, python
interpreter)

. Tell the LM the output

4. And then repeat steps 2-4!

w
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Thought & Action

Our reproduction script confirms the
reported issue: Max & Min are not
being converted to R. Let's search for
files related to R code generation.

K$ search_dir "rcode 3

Observation

[Found 16 matches for "rcode":
reproduce_issue.py (3 matches)
sympy/printing/lambdarepr.py (1 matches)

\sympy/printing/ rcode.py (12 matches) J

Thought & Action
\

The responsible file is likely rcode.py.
We should open and inspect this file.

\$ open sympy/printing/rcode.py 85

Observation

([File: sympy/printing/rcode.py (412 lines)]
1:"""The RCodePrinter converts sympy ...
2:from sympy.core import S

20# dictionary of sympy to C functions
21:known_functions = {
22 "Abs": "abs",

\23: _ "gama": "gama", D,

John Yang




Bonus: building a coding agent (step by step)

At its simplest, An Al coding agent is just a big loop. Some pseudocode:

messages = [{"role": "user", "content": "Help me fix the ValueError in main.py"}]
while True:

Im_output = query_lm(messages)

print("LM output"”, output)

messages.append({"“role": "assistant”, "content": lm_output}) # remember what the LM said

action = parse_action(lm_output) # separate the action from output

print("Action"”, action)

if action == "exit":

break

output = execute_action(action)

print("Output”, output)

messages.append({“role": "user", "content": output}) # send command output back

Let’s implement 3 things: query_Im; parse_action; execute_action
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Bonus: building a coding agent (step by step)

query_Im

Input: messages
Qutput: LM’s response

from openai import OpenAl

client = OpenAI(
api_key="your-api-key-here"
) # or set OPENAI_API_KEY env var

def query_lm(messages):
response = client.responses.create(
model="gpt-5.1",
input=messages
)

return response.output_text

parse_action

Input: LM’s response
Output: bash action

import re

def parse_action(lm_output: str) -> str:
"""Take LM output, return action"""
matches = re.findall(
r"<bash_action>(.*?)</bash_action>",
Im_output,
re.DOTALL
)

return matches[8].strip() if matches else ""

Full tutorial here: https://minimal-agent.com/
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execute_action

Input: base action
Output: std. output

import subprocess
import os

def execute_action(command: str) -> str:
"""Execute action, return output"""
result = subprocess.run(
command,
shell=True,
text=True,
env=0s.environ,
encoding="utf-8",
errors="replace”,
stdout=subprocess.PIPE,
stderr=subprocess.STDOUT,
timeout=30,
)

return result.stdout



https://minimal-agent.com/
https://minimal-agent.com/
https://minimal-agent.com/

	Slide 1: Natural Language Processing with Deep Learning   CS224N/Ling284
	Slide 2: Overview 
	Slide 3: A functional perspective of adaptation 
	Slide 4: Adapter (Houlsby et al. 2019) 
	Slide 5: Adapter (Houlsby et al. 2019) 
	Slide 6: Trade-off btw accuracy and # of trained task specific parameters
	Slide 7: Language adapters? Task knowledge ~= language knowledge
	Slide 8: Performance comparison
	Slide 9: Other variants of (efficient) adaptation
	Slide 10: 1. Question Answering
	Slide 11: Conventional methods for reading comprehension 
	Slide 12: Open-domain question answering
	Slide 13: Retrieval augmentation 
	Slide 14: Using retrieval to overcome LMs’ shortcomings
	Slide 15: Retriever-Reader framework 
	Slide 16: RAG and it’s open problems
	Slide 17: Different types of retrievers
	Slide 18: Fast vs slow retrievers
	Slide 19: We can train the retriever! Joint training of reader and retriever  
	Slide 20: We can train the retriever!
	Slide 21: Deep retrieval + generative models 
	Slide 22: Problem: How many documents can we use?
	Slide 23: LM’s can’t pay attention to the entire context
	Slide 24: In practice: LMs cant use many documents
	Slide 25: LLMs with web search (systems that search and cite the web)
	Slide 26: RARR: research and revise what LLMs say using LLMs [Guo+2023]
	Slide 27: LLMs citation and hallucinations
	Slide 28: LLMs citation and hallucinations
	Slide 29: 2. Language agents: from words to action
	Slide 30: Language agents: key components
	Slide 31: Other types of common components of language agents
	Slide 32: 3. Language agents: Reasoning
	Slide 33: Reasoning 
	Slide 34: Why is reasoning helpful for agents? 
	Slide 35: Reasoning without acting 
	Slide 36: Reasoning with acting 
	Slide 37: Comparing ReAct with COT, SC
	Slide 38: Self-Consistency [Wang et al., 2023] 
	Slide 39: Reflextion: reinforce agents via natural language feedback  
	Slide 40: Reflextion: reinforce agents via natural language feedback  
	Slide 41: Multi-agent debate to improve reasoning [Du et al., 2023]
	Slide 42: Multi-agent debate to improve reasoning [Du et al., 2023]
	Slide 43: Coordinate with Orchestrator   
	Slide 44: 4. Language agents: Memory
	Slide 45: Different types of memory for language agents
	Slide 46: Generative agents
	Slide 47: Generative agents: the need for memory 
	Slide 48: Episodic memory
	Slide 49: Semantic memory
	Slide 50: Procedural memory
	Slide 51: MemGPT [Packer+2024]
	Slide 52: MemGPT [Packer+2024]
	Slide 53: 5. Language agents: Tool use
	Slide 54: Toolken GPT [Hao et al., 2024]
	Slide 55: Toolformer: language models can teach themselves to use tools
	Slide 56: Toolformer: language models can teach themselves to use tools
	Slide 57: Toolformer: language models can teach themselves to use tools
	Slide 58: Gorilla: LLMs connected with massive APIs (Patil et al., 2023)
	Slide 59: 6. Different agent applications, data and evaluation
	Slide 60: Agent applications based on environments and domains 
	Slide 61: Coding agents 
	Slide 62: Web/app agents
	Slide 63: Computer use agents
	Slide 64: Agent data --- scaling agent data
	Slide 65: Agent data --- scaling agent data
	Slide 66: Case study of SWE-smith: scaling data for coding agents
	Slide 67: Training details and results 
	Slide 68: Agent evaluation 
	Slide 69: Language agents: from words to action
	Slide 70: Bonus: building a coding agent (step by step) 
	Slide 71: Bonus: building a coding agent (step by step) 
	Slide 72: Bonus: building a coding agent (step by step) 

