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Poster session on Wednesday!
● Today is our final lecture, next time is poster session. Wednesday June 5

○ Set up poster by 12:30pm
○ Present poster with group 12:30 - 2:00pm
○ Please try to have everyone present the full time

■ Worst case, >=1 group member at least

○ Space available for laptop/phone demos of audio samples. Please help pack up afterwards!

● Huang Engineering Building, Mackenzie Room

● Be ready with a ~2 minute verbal summary of your poster (+ demo!)
○ Teaching staff will circulate. Make sure to speak with at least one of us

● Final project reports are due Saturday by 11:59pm. No late days.
○ Okay to include results in final report that didn’t make it in time for poster
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Project Milestone Feedback
● Overall great progress on ambitious projects!

● Median progress
○ Dataset selected + working with it
○ Baseline methods implemented and tested 
○ Many debugging complex baselines / off the shelf models

● Some people are getting lost in complex, multi-module systems
○ Get something working end-to-end. Then improve on it
○ You do not need to fine tune an ASR model just for this class. Identify where you can improve and do it

● Comments in gradescope
○ Even if you earned full points on milestone, your final report must have:

■ Additional experiment results
■ More complete writeup. Especially related work + methods description
■ Address any feedback from us about insufficient results/experiments, examples from your system
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Project Milestone Feedback
● Get a complete (data prep, train, evaluate) experiment pipeline working with 

simple models first. 

○ Clearly articulate your research hypothesis and how your chosen dataset, model, metrics, fit in

○ For demo systems. What should the demo achieve? For who? Compared to what baseline for achieving that task

● When deciding what to try next:
○ Form a hypothesis about what is broken and how to improve (include in your final paper)
○ Don’t lose track of your high level project goal!

● See course page for final report expectations:

○ Present your project motivation, what you tried, and progress you made in 
context of overall project goal

○ It’s okay if various deep learning approaches don’t work as well as you hope
○ Make sure you describe why you tried what you tried, and control/debugging experiments as needed

● 100% on final report == we evaluate your project + paper as on par with published short paper
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Project Milestone Feedback: Related work citations
● Related work / citing previous work is NOT a “book report” where you summarize each

● Instead, cite papers relevant to the points you are making to ground your proposed 
approach, claims about novelty, and results analysis in the context of previous work

○ Related approaches on the same dataset, same task on different datasets, similar demo system

○ Cite papers that introduced methods/models you use, and works that applied similar models to 
similar data

● What should it look like? An ACL short paper! 4 pages published in top tier conference
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Examples from (Geertzen, 2009)

https://aclanthology.org/W09-3729/
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How did I get the 
baseline improved 
WERs?
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Other methods people tried
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Used large language 
models
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Trained a kNN 
classifier

Raghav Mittal Garg

● Train a KNN model to do language prediction using 
wav2vec feature extraction to determine which language 
the utterance is from. 

● We then route the utterance to a finetuned model, if it 
existed. 
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Used an n-gram 
language model
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Finetuned with 
similar languages
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Learnt about the 
languages they 
were using
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Homework 3 - Hopefully it was fun!
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Outline
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● Dialog System Design
● Case studies on dialog paradigms

○ Asynchronous text-based personal assistants (e.g. GoButler)
○ Alexa Skills Kit 
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Dialog System Design
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Spoken Dialog Agent Conceptual Architecture
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Speech 
Recognition

Natural Language 
Understanding

Dialogue Manager Task Manager

Natural Language 
Generation

Text-to-Speech 
Synthesis
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● Study the user and task

● Build simulations

● "Wizard of Oz study"

● Iteratively test the design on users

● Build a system to meet most valuable 
(and feasible) needs

19

Dialog System Design:
User-centered Design

Figure: Gould and Lewis (1985)
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User-focused system design considerations
● Goal and scope of overall system?

○ What tasks/actions are supported?
○ What state do the dialog/task managers track?

● What level of interaction complexity? 
○ Initiative? Back-tracking? NLU support for paraphrasing?

● What is the interface / data structure between modules?
○ e.g. Does ASR module send transcripts only? Emotion labels? Audio?
○ How does the system connect with external actions / APIs?

● Focus on design questions and desired interactions to build requirements

○ Don’t constrain yourself by what is easy to implement at first

○ Gather requirements before spending much time planning implementation solutions (what to use for 
each module (ASR, TTS, NLU, NLG, task/dialog manger)

20
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System Design Process: Design Phase

Define overall
 system goal

Define set of task actions 
system can perform

Create example
 interactions

1 2 3
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System Design Process: Technology Choices
Define overall system goal

Define set of task actions system can perform

Create example interactions

Define dialog manager approach (actions + dialog acts/state of system)

Choose NLU approach matching complexity of tasks and approach to initiative + dialog acts

Define NLG approach and dialog state -> NLG interface

Create a dialog policy (choosing next dialog action and sending to NLG)

Choose ASR/TTS approach. Update NLU/NLG if needed

1

2

3

4

5

6

7

8
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● Not all systems require support for complex interactions (sometimes voice commands work fine)

● Frameworks like Alexa force some choices about multiple modules to simplify overall development

● ASR/TTS components often be treated as black-box, but great systems are sensitive to ASR 
uncertainty

● Okay to redefine/combine modules based on problem (e.g. a smart NLG module might simplify dialog 
manager) 

● Big modern questions in design:

○ Focus on the user experience. What dialog interactions do you need to support? Synchronous? Etc.

○ Once UX defines requirements. What is the task/action space? (what actions the system can take in the world)

○ Design the conversational system to bridge between the UX and task outputs you want to support

23

System Design Considerations
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Emerging state of the art implementation approach

24

● Use deep learning approaches for ASR/TTS. Keep these modules separate at first

● Use LLM for NLU and NLG

○ Create custom markup representation for slots and their values in both NLU and NLG

○ Fine tune LLM for your tasks once initial system is stable

● Dialog control + state tracking: Use specialized, smaller LLMs

○ LLM can guess about next action to take

○ Track semi-structured representation of dialog so far using LLM to update state

○ Interface with tasks / actions / external APIs using structured output from LLM

● Training options (depends on availability):
○ Use supervised learning to optimize per-task outputs
○ Interact with live/simulated users for reinforcement learning
○ Specialize NLU/NLG and ASR/TTS to domain-specific vocabulary for your task
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Dialog State Tracking As a Task
● Predict state (slot values + dialog act) from 

25

Figure: Dialogue state tracking labels after each user utterance in a dialogue in the context of two different flight services. Under the 
schema-guided approach, the annotations are conditioned on the schema (extreme left/right) of the underlying service). DSTC8 overview

Intents:
SearchFlight, 
ReserveFlight

Slots: 
origin, 
destination, 
num_stops, 
depart, 
return,
 ...

SearchFlight:
origin = Baltimore
destination = Seattle
num_stops = 0

SearchFlight:
origin = Baltimore
destination = Seattle
num_stops = 0
depart = May 16
return = May 20

Intents:
FindFlight, 
ReserveFlight

Slots: 
depart, 
arrive, 
depart_date, 
return_date, 
direct_only,
 ...

FindFlight:
depart = Baltimore
arrive = Seattle
direct_only = True

FindFlight:
depart = Baltimore
arrive = Seattle
direct_only = True
depart_date = May 16
return_date = May 20

Find direct round trip flights from Baltimore to Seattle.

Flying out May 16 and returning May 20 

Sure, what dates are you looking for?

Ok, I found a Delta flight for 302 dollars.

Flight Service A Flight Service BSystem

User

https://arxiv.org/pdf/2002.01359.pdf
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Dialog State Tracking
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Figure: Dialogue System Architecture. Arrows illustrate retrieving/updating information from/to the blackboard. Boxes labeled 
GPT2 (DST, POL, NLG) represent the same neural module which is invoked multiple times using different aggregated inputs. 

Dotter boxes contain symbols and double-line boxes contain natural language. (Romero et al, 2021)

https://sigdial.org/sites/default/files/workshops/conference22/Proceedings/pdf/2021.sigdial-1.46.pdf
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Domain Example
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Figure: 
(Ham et al. ACL 2020)

https://www.aclweb.org/anthology/2020.acl-main.54/
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End-to-end 
Neural Pipeline 
for Goal-oriented 
Dialogue Systems 
Using GPT2
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Figure: The overview of end-to-end 
neural dialogue model. For the 
transformer, we use fine-tuned GPT=2. 
The dashed line represents the 
information to and from DB query, 
which invoked when the system action 
needs to fetch an actual value from the 
database. (Ham et al. ACL 2020)

https://www.aclweb.org/anthology/2020.acl-main.54/
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Figure 1: The MultiWOZ dataset, the 
‘metadata’ is treated as the dialogue 
state and the ‘dialogue act’ is treated as 
the system action. 

Figure 2: Input representation for 
fine-tuning GPT-2. 
(Ham et al. ACL 2020)

https://www.aclweb.org/anthology/2020.acl-main.54/
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End-to-end 
Neural Pipeline 
for Goal-oriented 
Dialogue Systems 
Using GPT2
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Table 1: Overall results of the human 
baseline evaluation carried out by 
DSTC8 organizers. Only top 5 teams 
and the baseline are compared. 

Table 2: Performance comparison with 
the state-of-the-art models in Dialogue 
State Tracking benchmark of MultiWOZ 
dataset.

Table 3: Performance comparison with 
the state-of-the-art models in 
Dialogue-Context-to-Text-Generation 
benchmark of MultiWOZ dataset.
(Ham et al. ACL 2020)

https://www.aclweb.org/anthology/2020.acl-main.54/


31

CS 224S / LINGUIST 285
Spoken Language Processing

Lecture 18: 
Dialogue System Design

CS 224S / LINGUIST 285
Spoken Language Processing

End-to-end 
Neural Pipeline 
for Goal-oriented 
Dialogue Systems 
Using GPT2
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Figure: The proposed end-to-end 
trainable dialogue system framework.

(Wen et al. EACL 2017)

https://www.aclweb.org/anthology/2020.acl-main.54/
https://arxiv.org/abs/1604.04562
https://www.aclweb.org/anthology/2020.acl-main.54/
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Speaker 1: 
expressed behavioral cues

Speaker 2: 
expressed behavioral cues

Speaker 2: 
Perception 

of cues
+ Emotional state

Speaker 1: 
Perception of cues
+ Emotional state

Mode of communication:

Verbal and non-verbal information exchange

F2F
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Full human 
dialog + emotion

● True dialogs are a mix 
of information 
exchange and 
emotional exchange

● Tracking and 
addressing emotional 
dynamics in 
conversations is 
critical for 
contentious topics

33
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Dialog case study: Asynchronous assistants
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● Text chat interface

● Human operator could complete any task!
○ Canceling cable subscriptions, booking 

restaurants etc.

● Wave of startups 2013-2017
○ Magic, Operator, Facebook M

● Idea: Gather enough data to
automate most tasks

● With enough data, NLP + connected services 
would allow positive unit economics

35

Case study: GoButler
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Current product (2022) 

What happened to do 
anything for me?

36

Case study: 
GoButler
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● The “personal assistants to do anything” startup hype wave settled down 2017+

● Collecting data isn’t enough to cover all possible tasks
○ Acting on the task often complex. Requires a human.
○ NLP/Dialog aspects work fairly well for simpler requests

● What came out of these experiments?
○ Narrow-domain chat assistants for valuable services
○ Tools for quickly designing and building dialog assistants
○ Lots of VC money spent on users getting free personal assistants for a while 😬

37

Case study: GoButler
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Alexa Skills Kit Overview
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Alexa Skills Kit
● A Skill is a top level command for Alexa

○ “Alexa open 224S Homework 2”
○ Skill  -> domain ontology

● A skill contains intents which are distinct task actions
○ Intent -> frame
○ Design intents with built-in capabilities per intent and ASK interaction model in mind

● Each intent contains slots which each have a slot type and take on a slot value

● Not quite this simple (e.g. ASK built-in intents are not simple to define in the frame/slot 
abstraction)

39
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Alexa Skills Kit
● Dialog management is complex, partially handled with built-in features (clarification, value 

verification, cancel skill, etc)

● NLU through grammars and examples. 
○ ASK trains models for you based on examples
○ Many rich slot types (dates, numbers, lists) 

● Task management is custom! ASK provides a dialogue API to your web server,
 you implement server-side task execution.

● NLG is template-based with ASK adding variety

● ASR/TTS handled by ASK. Interface is text/transcripts

● Overall framework is API/SDK oriented like web dev 

40
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Alexa intent and slot examples (2020)
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Alexa Domain Classification
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Figure: The overall architecture of personalized dynamic domain classifier. Kim et al, 2018

http://pages.cs.wisc.edu/~ybkim/paper/acl2018.pdf
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ASK Interaction Schema
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(ASK docs)

https://developer.amazon.com/en-US/docs/alexa/smapi/interaction-model-schema.html
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ASK Intent JSON Example
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(ASK docs)

{ "interactionModel": { "languageModel": { "intents":

 [ { "name": "PlanMyTrip", "slots": [ { "name": "travelDate", "type": "AMAZON.DATE",

  "samples": [ "I am taking this trip on {travelDate}", "on {travelDate}", "{travelDate}" ] },

{ "name": "toCity", "type": "AMAZON.US_CITY", "samples": [ "I'm going to {toCity}", "{toCity}" ] },

{ "name": "fromCity", "type": "AMAZON.US_CITY", "samples": [ "{fromCity}", "I'm starting from {fromCity}" ] },

{ "name": "travelMode", "type": "LIST_OF_TRAVEL_MODES", "samples": [ "I am going to {travelMode}", "{travelMode}" ] },

{ "name": "activity", "type": "LIST_OF_ACTIVITIES", "samples": [ "{activity}", "I plan to {activity}" ] } ],

 "samples": [ "{toCity}", "I want to travel from {fromCity} to {toCity} {travelDate}", "i want to visit {toCity}", "i am going 
on trip on {travelDate}", "I'm {travelMode} from {fromCity} to {toCity}", "i'm {travelMode} to {toCity} to {activity}", "plan a 
trip", "plan a trip to {toCity} ", "plan a trip starting from {fromCity} ", "I'd like to leave on {travelDate} ", "I'd like to 
leave on the {travelDate} ", "I'd like to fly out of {fromCity} " ] } ] }

This example shows a portion of the intent object for a PlanMyTrip intent. The utterances for the intent are in 
interactionModel.languageModel.intents[].samples. Each slot has its own samples array. For brevity, 
other properties within interactionModel and languageModel are not shown

https://developer.amazon.com/en-US/docs/alexa/smapi/interaction-model-schema.html
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Alexa Conversations (2020)
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Announcement, ASK docs

When you build an Alexa Conversation skill, you create the following components that train Alexa Conversation
how to interact with your user.

https://developer.amazon.com/en-US/blogs/alexa/alexa-skills-kit/2020/07/introducing-alexa-conversations-beta-a-new-ai-driven-approach-to-providing-conversational-experiences-that-feel-more-natural
https://developer.amazon.com/en-US/docs/alexa/conversations/about-alexa-conversations.html
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Thank You
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