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Lecture Plan

1. Information Retrieval & RAG at a Glance 

2. From Retrieving Information to Knowledge Curation 

3. Building LM-Empowered Systems

4. Evaluation? Evaluation! 

5. Bring Human into the Loop 
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Retrieval-Augmented Generation (RAG)

On 9/15/2024

A major issue of using language models for knowledge tasks: 
Hallucination

• Long-tail information
• Knowledge cutoffs
• Private data
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RAG is Widely Used in Question Answering

Step 1: Retrieve

Step 2: Read & Answer

Recommended Reading:
• Chen et al., 2017
• Lewis et al., 2021

https://arxiv.org/abs/1704.00051
https://arxiv.org/abs/2005.11401
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MTEB: Massive Text Embedding Benchmark, Niklas et al. 2023
(This illustration is contributed by Niklas Muennighoff.)

ColBERT: Efficient and Effective Passage Search via Contextualized Late Interaction over BERT, 
Khattab et al. 2020

We have better 
embedding models and 
infrastructure for 
Information Retrieval.
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Harnessing the Power of LLMs in Practice: A Survey on ChatGPT and Beyond, Yang et al., 2023

We have stronger 
language models 
for generation.
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Meta Question:

Are people’s information needs satisfied?

The illustration is co-created with DALL-E.
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2. From Retrieving Information to Knowledge Curation

Discover

Curate

Access

Discover previously non-
existent information

Find, organize, and present relevant 
and valuable content

Information Retrieval, 
Question Answering
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Wikipedia is a good 
example of knowledge 
curation. 
• Comprehensive
• Organized
• Reliable
• Verifiable
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Generating Wikipedia-like Articles is Challenging

Hard to verify

Lack of details
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Generating Wikipedia-like Articles is Challenging

Generating Wikipedia by Summarizing Long Sequences, Liu et al., 2018 

Existing works usually assume the 
references are given.

Collecting references requires 
literature research which is non-trivial.

Given the ordered paragraphs 𝑝!! "
" .

Encode, concatenate, and truncate:

Train an abstractive model 𝑊 that learns
to write articles, 𝑎" = 𝑊 𝑚"

# .
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Generating Wikipedia-like Articles is Challenging

WebBrain: Learning to Generate Factually Correct Articles for Queries by 
Grounding on Large Web Corpus, Qian et al., 2023 

Existing works usually study 
generating a single paragraph.
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3. Building LM-Empowered Systems 

There is a paradigm shift in how to solve a task.

LM

Task Description

Specific Input

Output

Optimize Model Parameters
(Continual Pre-training/Post-training, Fine-tuning)

Optimize Input
(Prompt Engineering)
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3. Building LM-Empowered Systems 

There is a paradigm shift in how to solve a task.

LMTask Description

Specific Input

Output
Other 

Softwares

LM-Empowered System
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The Future 
of Work

30%70%

“I  (Wikipedia Editor) think it can be 
specifically helpful for my pre-writing stage.”

Strongly AgreeSomewhat Agree

Shao, Yijia, Yucheng Jiang, Theodore A. Kanell, Peter Xu, Omar Khattab, and Monica S. Lam. "Assisting in writing Wikipedia-like articles from scratch with large language models.”,
In NAACL 2024



STORM has 
aroused interest 
across various 
communities.

https://github.com/stanford-oval/storm

16K views

41K views

Since published in NAACL this year, our paper has already led 
to multiple follow-up works:
• Knowledge Navigator: LLM-guided Browsing Framework for Exploratory Search in 

Scientific Literature
• Eliciting Problem Specifications via Large Language Models
• ResearchArena: Benchmarking LLMs' Ability to Collect and Organize Information as 

Research Agents
• Filling Gaps in Wikipedia: Leveraging Data-to-Text Generation to Improve Encyclopedic 

Coverage of Underrepresented Groups
• Modeling and Enhancing Human Knowledge Navigation
• ……
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How can STORM generate grounded articles 
with good breadth and depth?

Key Idea: Mimic Human Writing Process

How do humans write?

• Rohman, 1965: Pre-Writing the Stage of Discovery in the Writing Process

How do humans do literature search?

• Booth et al., 2003: The Craft of Research “Chapter Ⅱ: Asking Questions, Finding 

Answers”
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Topic 𝒕 Full-length 
Article 𝒮
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Introducing the Pre-writing Challenge

Topic 𝒕
References ℛ

Outline 𝒪

Full-length 
Article 𝒮

Pre-writing

The pre-writing task:
Give a topic 𝑡, the pre-writing task is to find a set of references ℛ, and 
create an outline 𝒪, which is defined as a list of multi-level section headings, 
to organize ℛ.
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Topic 𝒕
References ℛ

Outline 𝒪

Full-length 
Article 𝒮

Pre-writing

The pre-writing task:
Give a topic 𝑡, the pre-writing task is to find a set of references ℛ, and 
create an outline 𝒪, which is defined as a list of multi-level section headings, 
to organize ℛ.

Multi-hop SearchConcept Induction

Introducing the Pre-writing Challenge
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Our Idea: Literature Research via Question Asking

Direct prompting results in questions 
that lack breadth and depth.

We can’t simply rely on “brute force” 
or  inference-time scaling.
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Perspective-Guided Question Asking

STORM uses perspective as a latent variable to control the 
breadth of the search.

Related Articles

Sustainability

① Survey 
Related Topics

② Identify 
Perspectives

𝒫

E.g., wiki/Sustainable_development;
wiki/Corporate_social_responsibility

E.g., Social scientist – This editor 
will bring in a social perspective, 
focusing on topics such as 
social sustainability, …
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Simulating Conversations to Allow Follow-up Questions

Some in-depth questions arise only after reading the information 
gathered in previous rounds.

Q: Can you provide me with a list of the participating 
countries in the 2022 Winter Olympics opening ceremony?

Q: How is the order of participating countries in the 2022 
Winter Olympics opening ceremony determined?

A: The 2022 Winter Olympics featured a diverse group of 
countries participating in the opening ceremony. These 
included … Athletes from over 90 countries will enter the 
stadium in a specific order.

Question

Answer③ Read & Ask

Expert

④ Split Queries
⑤ Search & Filter
⑥ Synthesize

Wikipedia 
Writer
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Live demo!

http://storm.genie.stanford.edu
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Lecture Plan
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4. Evaluation? Evaluation! 

5. Bring Human into the Loop 
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4. Conducting Meaningful Evaluation

Question: What to evaluate? …. And how?

Do we have ground truth / golden answer? 

Besides final article, what else to evaluate?
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Intruduce outline coverage metrics as a proxy of the pre-writing stage 
quality for fast prototyping.
Given a human-written Wikipedia article on topic 𝑡,
• Heading soft recall

Compare the sentence-BERT embeddings of headings in 𝒪 and the human-written article.

• Heading entity recall
The percentage of named entities in the human-written article headings covered by 𝒪.

Topic 𝒕
References ℛ

Outline 𝒪

Full-length 
Article 𝒮

Pre-writing

Automatic Evaluation – Outline Quality
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Outline Quality
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Ablation studies!

Takeaway: Ablation study help us to understand how different parts of 
a system contribute to its overall performance
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Automatic Evaluation – Article Quality

STORM outperforms baselines across ALL automatic metrics.
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Human Evaluation - Wikipedia Editor Evaluation

Experienced Wikipedia editors favor articles produced by STORM.

≥ 4 Rate
(1-7 Scale)

Interest 
Level Organization Relevance Coverage Verifiability

oRAG 57.5% 45.0% 62.5% 57.5% 67.5%
STORM 70.0% 70.0% 65.0% 67.5% 67.5%

Careful human evaluation is necessary to evaluate LM-
empowered systems.
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In the wild Evaluation

75,000+ Users 114,000+ Articles

211,000+ Browsing 20,000+ Feedbacks
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In the wild Evaluation
Why do people use STORM?
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In-the-wild Evaluation

41

People have used STORM across a diverse array of topics.
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Revisit Our Meta Question:

Are people’s information needs satisfied?

The illustration is co-created with DALL-E.
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My thoughts evolve, so I want 
to update my queries.

I am inspired by this link and 
hope to learn more about it.

I know this topic is also 
relevant. Can you include it?
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Lecture Plan

1. Information Retrieval & RAG at a Glance 

2. From Retrieving Information to Knowledge Curation 

3. Building LM-Empowered Systems

4. Evaluation? Evaluation! 

5. Bring Human into the Loop 
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5. How to bring a human user into the loop?
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x x x

[1]

After the long report is generated, 
allow the user to edit or ask questions.

User Question 1

User Question 2

User Question n

Convert STORM into a hallucination-
free question answering system.
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User Question 1

User Question 2

User Question n

Convert STORM into a hallucination-
free question answering system.

x x x

[1]

After the long report is generated, 
allow the user to edit or ask questions.

User-Initiative
(Baseline 1: 

RAG Chatbot)

System-Initiative
(Baseline 2: 
STORM+QA)
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Mix-Initiative Systems

• Considering uncertainty about a user’s goals.

• Considering the status of a user’s attention in the timing of services.

• Allowing efficient direct invocation and termination.

• Providing mechanisms for efficient agent-user collaboration to refine results.

• Maintaining working memory of recent interactions.

Principles of Mixed-Initiative User Interfaces, Eric Horvitz, 1999



Collaborative
-STORM

Jiang, Yucheng, Yijia Shao, Dekun Ma, Sina J. Semnani, 
and Monica S. Lam. "Into the Unknown Unknowns: 
Engaged Human Learning through Participation in 
Language Model Agent Conversations.”, In EMNLP 2024
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How to surface unknown unknowns?

Key Idea: Let Users Observe & Involve in Expert Discussion

How do children / students learn?

• Nussbaum, 2008: Collaborative discourse and collaborative argumentation is important for 

promoting students’ deep-level understanding of contents.

How do humans retain information?

• Buzan, 1974: Using mind map for note taking to help recall and critical thinking.
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Collaborative Discourse Protocol

Goal: Co-STORM allows users to learn by observing and participating 

occasionally in the discourse, emulating a common educational scenario.

- Simulates agent grounded in the search engine, answering and asking questions.

- The user can jump in at any time to steer the discourse and inject questions and 

opinions.

- Maintains a dynamic, hierarchical mind map so users can easily follow and 

engage.



STANFORDLAM 52

- Question Asking
- Posing an original question
- making an information request

However, the agent almost always choose question answering, causing the 
conversation to focus on a narrow topic, which can result in overly niche content.

Question: What types of utterance intents an LM agent could have?

- Question Answering
- Providing a potential answer
- elaborating with further details

Challenge: How to invoke thought-provoking questions?
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Solution: Ask thought provoking questions via Moderator role

Recall: How do we ask follow up question during search?

Sometimes, we may find results not directly related to the search query but relevant to the 
topic we are interested particularly interesting.
• For example, when we search for “improving software engineering practices”, we might stumble 

upon an article about “the cognitive psychology behind team decision-making”.

Discourse History Rerank Unused information Generate Question Polish Utterance

Mind MapModerator pipeline
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Conducting Meaningful Evaluation

Question: What to evaluate? …. And how?

Do we have ground truth / golden answer? 

Besides final article, what else to evaluate?
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Having just one expert 

and one moderator can 

already provide most of 

the benefits

Solution: Ask thought provoking questions via Moderator role
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Automatic Evaluation – Final Report Quality
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Automatic Evaluation– Discourse Quality
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Human Evaluation
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Co-STORM allows for almost full 
automation and much better 
understanding as it brings up 
topics that the user may not 
even think of.

“Co-STORM is so much less 
mentally taxing for me to use”

Human Evaluation
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Takeaways
• Build LM-empowered systems.

• An emerging paradigm in the era of foundation models.

• Crafting LM pipelines resembles how we observe human workflows.
• STORM resembles how human write.
• Co-STORM resembles collaborative discourse in education.

• Conduct user study in addition to automatic evaluation.
• STORM invites 20 Wikipedia editors during paper writing. 
• STORM is then deployed in the wild, tested by over 50,000 users.
• Co-STORM invites 20 users in the wild.
• Co-STORM will be deployed in the wild as well!
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Questions?
Feel free to reach out to shaoyj@stanford.edu, 

yuchengj@stanford.edu for more questions/thoughts.

mailto:shaoyj@stanford.edu
mailto:yuchengj@stanford.edu
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Assignment (Due Oct 2nd)

• Use: Play with live research preview!
   You will have chance to play STORM and Co-STORM as a user

• Know: Technical deep dive 
    Dive deeper into core design choices and LLM system design

• Inspire: Ideas to build better knowledge curation system
 Analyze strength and weakness of current work; think about what can be 
improve; what more use cases can be supported


