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Outline

1. A Knowledge Revolution in the Making

2. Foundation for the Knowledge Revolution

3. This CS 224V Course



1 .  A  R E V O LU T IO N IN T HE M A K IN G
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Industrial Revolution (1760-1840)

Courtesy of Schoolshistory.org.uk
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The Rise of “Knowledge Work”

“A knowledge worker is someone whose job 

requires them to think for a living.”

In Landmarks of Tomorrow, Peter Drucker, 1959



STANFORDLAM Courtesy of Arithmomuseum.com, computerhistory.org, novolo, thegradient.pub, Vaswani, Ashish, et al. “Attention is all you need”, NIPS 2017

Calculators

Computers

Deep Learning Large Language Models (LLMs)
e.g. GPT-4

Tools of Knowledge Workers

Internet Search
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Why are Large Language Models (LLMs) Significant? 

A lot of the world’s knowledge is 

in the Written Word

LLMs will lead to a 

Revolution in Knowledge Work
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ChatGPT: Introduced Nov 2022 

Smallest Number of Months to 100M Users
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Source: Sequoia

100M

75M

50M

25M

0M

ChatGPT
2

TikTok

9

Instagram

30

Pinterest

41

Spotify

55

Telegram

61

Months from launch



STANFORDLAM

Are We There Yet? 
Pass!ChatGPT: US Medical Licensing Exam

https://journals.plos.org/digitalhealth/article?id=10.1371/journal.pdig.0000198

GPT-4: Uniform Bar Examination Pass!

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4389233

Can we provide affordable medical and legal services? 
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Meta Galactica
Assistant for scientific articles

Withdrawn after 1 day!
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Examples of GPT-3 Answers
Question: “What is the biggest country in Europe by population?”

GPT-3:    “Germany”

Answer:   “Russia”

Question: “where does the name Melbourne come from?” 

GPT-3:    “Melbourne comes from the Latin word ‘melburnum’ 

meaning ‘blackburn’ or ‘blackbird’ ”

Answer:   “Melbourne is named after William Lamb, 

2nd Viscount Melbourne”

Users must fact check all the answers!
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ChatGPT (7/2/2023)
+ Conversational
- Hallucinates on long-tail info
With details and conviction



Generative AI = Hallucination

Can We Just Train a bigger/better LLM 
to eliminate hallucination? 



LLMs can bring about a Knowledge Revolution

But not yet!

Be careful with what you do with it!

1 . A  REVOLUTION IN THE MAK ING



2 .  F O U ND A T ION F O R T HE K N OW L E D GE R E V O LU T IO N



Elevate LLMs from advisory tools 
to essential, reliable services.

Automate routine.

Elevate expertise.

16
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We All Have an “LLM” in Our Brain!

• Our “LLM”: Speech area

• Prefrontal cortex

• Inhibition and attention

• Work with long-term memory

• Planning

• Monitoring external signals

• Damaged prefrontal cortex →

“Speak without thinking”

Ray Mueller: supporting
our coastal communities

Who funded this ad?

Broca area | Definition, Function, & Facts | Britannica https://www.britannica.com/science/Broca-area

1 of 1 10/13/22, 11:26 AM

prefrontal cortex



Large-Language Model (LLM)

is a “speech center”

— natural language skills

18

This Course

adds the “prefrontal cortex”

(executive control)

— cognitive (knowledge) skills 

Ray Mueller: supporting
our coastal communities

Who funded this ad?

Broca area | Definition, Function, & Facts | Britannica https://www.britannica.com/science/Broca-area

1 of 1 10/13/22, 11:26 AM

prefrontal cortex
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Learning NL vs. Cognitive Skills

• Humans learn NL through repetitive (neural) training 

(5 year olds) 

• Humans learn general cognitive skills from teachers 

(20 year olds)

• Can handle different tasks without millions of  examples

e.g. a call agent for different companies

• How do humans teach cognitive skills? 
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Bloom’s Taxonomy 
Education Objectives in Cognition Domain

Explanations of Objectives

LLMs are good at “remember”, and not reliable otherwise
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Different Skills → Different jobs

Advisor, Employee Training

Researchers, Investigative journalists

Data scientists, Journalists, Recruiters

Customer support, Sales

Compliance officers, auditors, judges

Reading

Instruction 

following

KB retrieval 

Literature review

Formal reasoning

Qualitatitive

coding

Jobs Skills
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How To Teach LLMs Cognitive Skills?

Emulate what humans do step by step algorithmically
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Lesson 1: Reading 

• RAG: Retrieval augmented generation

• Commercial example: Bing Chat

• Problems

1. Only 58.7% of the facts are grounded in retrieved info*

• GPT-4 hallucinates 

when retrieved info does not answer the question

2. Answers are dry, not conversational

*Nelson F. Liu, Tianyi Zhang, and Percy Liang. Evaluating verifiability in generative search engines. ArXiv:2304.09848. 2023. 
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Example: How to Look Up Info Today?

6. Draft

7. Refine

3. Ask GPT

4. Dissect into claims

5. Fact-check each claim

• Search internet with claim

• Filter incorrect claim
1. Search internet with query 

2. Filter irrelevant info

Use multiple, easy LLM steps to consult external data
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What do you think about the 

casting of Oppenheimer?

Generate and Verify

Retrieve->1. Summarize, 2. Filter

• Much of the Oppenheimer 
(2023) movie’s cast signed on 
between September 2021 and 
April 2022.

• Cilian Murphy is to play as 
Robert Oppenheimer in the 
Oppenheimer (2023) movie.

4. Extract claims:
• Christopher Nolan is known for his meticulous casting choices.
• Christopher Nolan often casts well-known actors in his films.
• Tom Hanks stars in the Oppenheimer (2023) movie.
• Michael Caine stars in the Oppenheimer (2023) movie.

5. Filter incorrect claims:
• Christopher Nolan is known for his meticulous casting choices.
• Christopher Nolan often casts well-known actors in his films.

3. GPT: Christopher Nolan is known for his meticulous casting 
choices. He often casts well-known actors in his films, and this 
time he has selected Tom Hanks and … Michael Caine.

6. Draft: Cillian Murphy has been cast to play Robert Oppenheimer in Christopher Nolan's 
"Oppenheimer" movie. Christopher Nolan is known for his meticulous casting choices and often casts 
well-known actors in his films. The movie's cast was signed on between September 2021 and April 2022.

Answer

7. Refine: Christopher Nolan has cast Cillian Murphy as the titular role of Oppenheimer, keeping with 
his tradition of meticulous casting choices. I’m sure it will be an excellent film!
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Internalizing a Knowledge Skill

Image source: Inc.com

1. Think slowly

2. Many Practices
3. Play quickly

Slow,
multiple calls

to LLMs
Input output

Fast LLM

Fine-tune

⊕

Procedure to learn harder and harder skills
On smaller, local LLMs for confidentiality & efficiency
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10+ Calls to GPT-4!

• Distill GPT-4 to LLaMA (7b parameters)

• Expt: WikiChat – based on Wikipedia

Model Time

WikiChat with GPT-4 26.6s

WikiChat with LLaMA (7B parameters) 7.6s

WikiChat with LLaMA behaves like WikiChat with GPT-3.5 

(6% lower)
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Evaluation with Real Users
User study: User reads the first sentence of a new Wikipedia page

• GPT-4: Users not aware that over half of the statements are false

Model User Rating (out of 5) Factuality

GPT-4 3.4 42.9%

WikiChat using GPT-4 3.8 97.9%
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Live Demo: https://wikichat.genie.stanford.edu/

Silei Xu et al. Fine-tuned LLMs Know More, Hallucinate Less with Few-Shot Sequence-to-Sequence Semantic Parsing over Wikidata.  EMNLP 2023 

Semnani, Sina et al. WikiChat: Stopping the Hallucination of Large Language Model Chatbots by Few-Shot Grounding on Wikipedia, EMNLP Findings 2023 
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Summary: Learning How to Read

• Exploit LLM capabilities

• Generative power, general understanding of the world

• NLP skills: summary, filter claim splitting, entailment

• But limit use of LLMs:

• Fact-check LLM-result claim by claim

• Short paragraphs only 

• Do not let it “answer questions” directly, or it will hallucinate

• The devil is in the details: 

E.g. LLMs do not understand time  (3 students, 3 months)

It is worth it!  Reading without hallucination is key to knowledge processing
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Agent Architecture

• Executive control: 

A software program that

implements the Reading

Pipeline

• Calls LLM as NL subroutines

• Interfaces to external 

system components

e.g. Wikipedia

This Course

adds the “prefrontal cortex”

(executive control)

— cognitive (knowledge) skills 

Executive Control

LLM



Bloom’s taxonomy: a hierarchy of objectives in the cognitive domain

LLM is analogous to our speech center, lacks executive control

Executive control: a software program to implement a cognitive skill

(controls the LLM as a subroutine)

2 .  F OUNDATION FOR THE KNOWLED GE R EVOLUTION



3 .  CS224V  COURSE
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Design of CS224V

• Focus: Tools for General Cognitive Skills

To make building reliable assistants easily by non AI-experts

• Approach: Application-driven research

1. Create a new LLM-based cognitive skill 

by modeling human processes

• Implement as a tool

• Experiment with an initial application

2. Improve the tool by applying it to many different apps
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Course Objectives

Learn and advance the state of the art (SOTA)

1. 2 Homeworks to bring everybody onboard with SOTA tools

2. Lectures on techniques of LLM-based conversational agents

3. Supervised quarter-long project

• Develop new tools; enhanced existing tools (with app)

• Create a new app and evaluate
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CS224V in 2023

• WikiChat tool was available to the class 

• Homework in week1: a non-hallucinating chatbot

• Result of the course

1. 2 publications

2. Ground work for 3 other publications

3. Live demos on https://oval.cs.Stanford.edu

Executive Control

LLM



Question answering
Collaborative report writing
Cross-referenced browsing

Conversational Agent

Tools Available for CS224V in 2024

38

Corpus
Documents

Knowledge Bases
Genie Worksheet

SUQL

SUQL: 
The first query language for 

structured & unstructured data.

Genie Worksheet: 
The first specification language 
for task and knowledge bots.

https://arxiv.org/abs/2407.05674v1
https://arxiv.org/abs/2311.09818
https://arxiv.org/abs/2311.09818
https://arxiv.org/abs/2407.05674v1
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Available Skills in the Bloom Taxonomy

Advisor, Employee Training

Researchers, Investigative journalists

Data scientists, Journalists, Recruiters

Customer support, Sales

Compliance officers, auditors, judges

Reading

Conversational 

Agent

KB retrieval 

Literature review

Formal reasoning

Qualitatitive

coding

Jobs Skills
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Homework 1: Automatic Data Curation

Going beyond Q & A ...

• Storm: Writes a Wikipedia-like article from scratch

• By researching the internet

• Co-Storm: 

• Add collaboration to Storm

• Your homework: Use co-Storm on ArXiv

• Learn how to work with LLM-based pipelines 

• Discover issues in working with specialized domains
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Release of 

41

• Released 7/10/2024
• Without self promotion

• Organic YouTube videos

• First month traffic 
• 27K users

• 50K articles

• General
• Applicable to any domain

“Perplexity Pages alternative but it is insanely better.”

Demo at: https://oval.cs.Stanford.edu
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Homework 2: Create an Agent

• The classical use of NLP is a conversational agent

• The Genie Worksheet lets you create a powerful agent with a small number of lines of code

• Task-oriented:              e.g. enroll in courses

• Knowledge-oriented: e.g. answer questions about courses

• Homework2: 

• OfCourse is a course advisor prototype for the AI track of CS MS

• Extend OfCourse to cover other programs in CS MS

• Purpose: Exposure to tools for developers and learn their strengths/weaknesses in real life

• Note: The practice is very different from typical NLP papers (80% accuracy is not usable) 
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AI
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Computational

Biology
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Computer and

Network Security
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Software

Theory
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Systems
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Theory
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I am a sophomore studying computer science. 

I want to complete the significant 

implementation requirement.

What are some of the options that require the 

least amount of work?

What course would you like to enroll in?

Course Enrollment Agent

User: 
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A Course Enrollment Assistant

Students need to consult: 

• All offered courses

• Description, instructors, 

offerings, and units

• Unique to each 

department and 

specialization

• Program sheets

• Ratings, reviews, hours 

of work, enrollment 

outcomes, 

and sequencing

What course would you like to enroll in?

Course Enrollment Agent
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How to Create an Agent

Developers provide:

1. A worksheet specifying the needed info 

and conditions to satisfy

2. Knowledge bases containing relevant information
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1. Stanford Course Enrollment Form
Form Name Predicate Kind Type Name Enum Values Description

Main worksheet course_enrollment

input CourseToTake course_to_take The course to enroll

input StudentInfo student_info_details Information on the student

StudentInfo worksheet

input str student_name Name of the student

input str student_id Student's ID number

input str student_email_address Student's email address

CourseToTake worksheet

input str course_name Name of the course 

input Enum grade_type The desired grading basis 

Credit/No Credit

Letter

input int course_num_units The number of units taken

input confirm confirm Confirm the course 



STANFORDLAM

2. Course Assistant Knowledge Corpus
courses db

internal; primary int course_id

internal int max_units

internal str title

internal str grading

internal List[str] course_codes

internal List[str] general_requirements

internal int min_units

internal str description

internal int average_hours_spent

internal Enum foundations_requirements

logic_automata_and_complexity

probability

algorithmic_analysis

computer_organization_and_systems

principles_of_computer_systems

internal bool significant_implementation_requirements

internal Enum breadth_requirement

formal_foundations

learning_and_modeling

systems

people_and_society

internal List[str] prerequisite_course_codes

offerings db

internal int course_id

internal Enum days

Monday

Tuesday

Wednesday

Thursday

Friday

Saturday

Sunday

internal str start_time

internal str end_time

internal List[str] instructor_names

internal Enum season

autumn

winter

spring

summer

programs db

internal; primary int program_id

internal Enum level

MS

BS

PhD

internal Enum specialization

AI

Computational Biology

Human-Computer Interaction

Information Management & Analytics

Visual Computing

Software Theory

Systems

Theoretical Computer Science

general

Computer & Network Security

internal str sheet_requirements

ratings db

internal; primary int rating_id

internal int course_id

internal List[str] instructor_names

internal int average_rating

internal int num_ratings

internal int term_id

internal int start_year

internal int end_year

internal Enum season

autumn

winter

spring

summer

internal List[str] reviews
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Translates Questions into SUQL

I am a sophomore studying computer science. I 

want to complete the significant 

implementation requirement.

What are some of the options that require the 

least amount of work?

SELECT title, course_codes, description, 

average_hours_spent

FROM courses WHERE 

significant_implementation_requirement = TRUE 

ORDER BY average_hours_spent LIMIT 5;
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Executing a Worksheet

Executive Control Software

• Interpret & update Genie Worksheet

• Provide turn-specific instruction to LLM 

(Succinct context: Worksheet state + 1 turn of dialogue)

GenieGenie WorkSheet

Conversational Tasks

Hybrid Knowledge Corpus

Executive Control

LLM
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Consideration: Time Offered
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Consideration: Sort by Course Rating
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Credit or Letter?  Depends on the Workload
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Pick Max. Number of Units
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Purpose of the Assignments

• Prepare you for your project proposal

• How to use LLMs to curate data from the internet

• How to create a basic task & knowledge bot as 

a developer

• Lectures on underlying technology and advanced 

topics to follow
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Project Apprenticeship
• Assistance with project selection: Hardest part in research!

• We suggest over 20 projects on the website

• Some with domain experts in journalism, history, 

medicine, finance, gaming, etc.

• Student-initiated projects are also welcome

• Weekly group mentorship meeting

• We want to make you succeed!
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Project Mentorship

All homeworks and projects are done in groups of 2

• Week 4: Project proposal, with a weekly plan 

• Weeks 5-10 (excluding Thanksgiving break): 

• Submit a written weekend update (every Monday)

• Group meeting with mentors during the week

• Week 11: Poster presentation (Dec 4)

• Final project report due Dec 10, 2024.
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Course Schedule at a Glance
Dates Lectures / Homeworks Projects

9/23 - 10/ 7

Introduction; 

Knowledge curation (HW1)
Building a task-oriented agent (HW2)
Grounding on small databases

Research Project Ideas

10/ 9 - 10/21
Student-initiated ideas

Project discussions
Project proposals (2)

10/21 - 11/20

Grounding on free text 

SUQL; Task-oriented agent generation
Knowledge graph queries; Knowledge discovery
Formal reasoning; Multimodal apps

NLP building blocks; Training LLMs

11/25 - 11/27 Thanksgiving

12/  2 - 12/4
No Class Final project posters 

(3:00-5:40)
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This Course

Grade

Participation 15%

Assignment 25%

Final Project 60%

Participation includes

• Class attendance and participation

• Ed discussion

• Meetings with project mentors
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