Problem 1

One method for demonstrating provably-efficient exploration in multi-armed bandits (or reinforcement learning) is through a UCB-style analysis, based on optimism in the face of uncertainty. In this problem, we’ll explore an alternative, general proof technique for establishing regret bounds using information theory, the branch of statistics dedicated to compression and communication. We will focus our attention on multi-armed bandits but these ideas can also be extended to the reinforcement-learning setting.

Let’s start with a quick primer on information theory. Perhaps the most fundamental information-theoretic quantity is entropy, quantifying how much uncertainty there is in the outcome of a particular random variable. Let \( X \) be a discrete random variable taking values on a set \( \mathcal{X} \) and with probability mass function \( p(x) \in \Delta(\mathcal{X}) \). Then, the entropy of \( X \) is defined as

\[
\mathbb{H}(X) = \mathbb{E}[- \log(p(x))] = - \sum_{x \in \mathcal{X}} p(x) \log(p(x)),
\]

where the logarithm is in base 2 resulting in entropy measured in bits of information (using the natural logarithm with base \( e \) would be measured in nats).

For discrete random variables, we are guaranteed that the entropy is always non-negative \( \mathbb{H}(X) \geq 0 \), where the inequality is tight (that is, holds with equality) whenever \( X \) follows a Dirac delta distribution and places all probability mass on a single element of \( \mathcal{X} \) (you may want to take a moment and convince yourself that this makes sense for a measure of uncertainty).

(a) Using Jensen’s inequality, show that \( \mathbb{H}(X) \leq \log(|\mathcal{X}|) \).

(b) Give a distribution \( p(x) \) for \( X \) so that the previous inequality is tight.
a set $Y$, the residual uncertainty in $X$ after observing $Y$ is quantified by the conditional entropy

$$
\mathbb{H}(X \mid Y) = \mathbb{E}[-\log (p(x \mid y))] = -\sum_{y \in Y} \sum_{x \in X} p(x, y) \log \left( \frac{p(x, y)}{p(y)} \right) = -\sum_{y \in Y} \sum_{x \in X} p(y)p(x \mid y) \log (p(x \mid y)) .
$$

Like regular entropy, the conditional entropy is always non-negative for discrete random variables $\mathbb{H}(X \mid Y) \geq 0$. If $\mathbb{H}(X)$ gives our uncertainty in $X$ and $\mathbb{H}(X \mid Y)$ provides our uncertainty in $X$ after observing $Y$, then we can naturally quantify the information gained about $X$ from $Y$ via the mutual information between them:

$$
I(X;Y) = \mathbb{H}(X) - \mathbb{H}(X \mid Y).
$$

Now that we have a way to quantify how much information one random variable conveys about another, let’s see how these quantities can be applied to analyze the regret of a multi-armed bandit.

Consider a multi-armed bandit problem over $T \in \mathbb{N}$ time periods with a finite number of arms $\mathcal{A}$ ($|\mathcal{A}| < \infty$) and a stochastic reward function $r : \mathcal{A} \to [0, 1]$. If we knew the reward function exactly, then there would be no uncertainty in the optimal arm. Consequently, it is our uncertainty in the underlying rewards of the environment that drives our uncertainty in the optimal action $A^* = \arg \max_a r(a)$. Meanwhile, in each time period $t \in [T]$, the agent’s policy samples an action $A_t$ to observe a reward $R_t = r(A_t)$ and the cumulative regret over all $T$ time periods is given by

$$
\text{Regret}(T) = \sum_{t=1}^{T} (r(A^*) - r(A_t)).
$$

For Bayesian algorithms, we are interested in controlling the Bayesian regret

$$
\text{BayesRegret} = \mathbb{E}[\text{Regret}(T)],
$$

where the expectation accounts for our prior beliefs in the rewards of the environment. Ultimately, in this problem, we will prove that Thompson sampling obeys the following information-theoretic Bayesian regret bound:

$$
\text{BayesRegret}(T) \leq \sqrt{\frac{1}{2}|\mathcal{A}| \mathbb{H}(A^*) T}.
$$

(c) What is the best-case regret for a Thompson sampling agent? Give a prior distribution over the optimal action $A^*$ that achieves this best-case regret.

(d) What is the worst-case regret for a Thompson sampling agent? Give a prior distribution over the optimal action $A^*$ that achieves this worst-case regret.
For any time period $t \in [T]$, let $E_t = (A_t, R_t)$ denote the observed experience at that timestep so that $H_t = (E_1, E_2, \ldots, E_{t-1})$ is the random history of agent interactions with the environment observed at the start of time period $t$, prior to observing $E_t$.

(e) Using the tower property of expectation, show that $\text{BayesRegret}(T) = \mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{E} [r(A^*) - r(A_t) \mid H_t] \right]$. 

Define the ratio

$$\Gamma_t = \mathbb{E} \left[ \frac{r(A^*) - r(A_t)}{I_t(A^*; E_t)} \right]^2, \quad \forall t \in [T],$$

where the numerator is the squared expected regret in time period $t$ and the denominator is the information gained about the optimal action $A^*$ from the observed experience $E_t$. Note that, just like the numerator is conditioned on the current random history $H_t$, we use the $t$ subscript in $I_t$ to denote that information gain is also conditioned on $H_t$.

(f) Suppose we know that, for all time periods $t \in [T]$, $\Gamma_t \leq \bar{\Gamma}$ for some numerical constant $\bar{\Gamma} < \infty$. Then, show that $\mathbb{E} \left[ \sum_{t=1}^{T} \mathbb{E} [r(A^*) - r(A_t) \mid H_t] \right] \leq \sqrt{\bar{\Gamma}} \cdot \mathbb{E} \left[ \sum_{t=1}^{T} \sqrt{I_t(A^*; E_t)} \right]$. 

(g) Recall that the Cauchy-Schwarz inequality says that for any two vectors $u, v \in \mathbb{R}^d$,

$$\left( \sum_{i=1}^{d} u_i v_i \right)^2 \leq \left( \sum_{i=1}^{d} u_i^2 \right) \left( \sum_{i=1}^{d} v_i^2 \right).$$

Using the Cauchy-Schwarz inequality and Jensen’s inequality, show that

$$\mathbb{E} \left[ \sum_{t=1}^{T} \sqrt{I_t(A^*; E_t)} \right] \leq \sqrt{T \cdot \mathbb{E} \left[ \sum_{t=1}^{T} \sqrt{I_t(A^*; E_t)} \right]}.$$

3
As the agent progresses over time, not all experiences will carry new information about the optimal action $A^*$, given everything that has already been seen up to that point. The conditional mutual information helps quantify the information gain between two random variables given the context of a third random variable $Z$:

$$I(X; Y | Z) = H(X | Z) - H(X | Y, Z).$$

For our purposes, while $I_t(A^*; E_t)$ quantifies information given the random history experienced by the agent so far, we can take an expectation to average over all possible agent histories and get the conditional mutual information

$$E[I_t(A^*; E_t)] = I(A^*; E_t | H_t).$$

(h) Show that $E[I_t(A^*; E_t)] = I(A^*; H_t)$. 

One very useful property of mutual information is that it allows us to decompose the information gained from several random variables. For any sequence of $K \in \mathbb{N}$ random variables $Z_1, \ldots, Z_K$, the chain rule of mutual information says that $I(X; Z_1, \ldots, Z_K) = \sum_{k=1}^{K} I(X; Z_k | Z_1, \ldots, Z_{k-1})$.

(i) Using the chain rule of mutual information, show that $\sum_{t=1}^{T} I(A^*; E_t | H_t) \leq H(A^*)$.

(j) A fact (that you may use without proof) is that Thompson sampling applied to a multi-armed bandit problem like the one described above has $\Gamma_t \leq \frac{1}{2} |A|$, for all time periods $t \in [T]$. Show that Thompson sampling obeys the following Bayesian regret bound:

$$\text{BayesRegret}(T) \leq \sqrt{\frac{1}{2} |A| H(A^*) T}.$$