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QUEN Are there families of codes that beat the GV bound ?
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for large alphabets, yes . 1M¥ .

? ? ?

(We'll see soon) for binary codes, recent work
of Ifa -Shima 2017] gives something
Hosein avery particular parameter
- regime . . -

but in general, OPEN PROBLEM !



① Singleton & Plotkin bounds

Let's try to narrow down that region a little bit .

-
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.
[Singleton Bound] If C is an (n , k ,d) of

code
,
thenLen -dtt
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Proof. for co-
C
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consider throwing out the last d-1 coordinates :
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the Singleton bound is WORSE thanthe Hammingbound ! 4

HOWEVER la) it's simpler, and (b) as q→a we'll get something better.%s¥
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The GV bound only works up to din
⇐ I - kg .

can weheqt.no?nything
Is this necessary

? Turns out
, YES, at least asymptotically .
-

THM [ PLOTKIN BOUND]

g÷÷:÷÷:÷÷:÷÷÷:i:÷
Notice that either (a) or (b) imply RsO as n→ a .

Thus
,
in order to have a constant - rate code

,
we should have de U - "g) in .

We'll omit the proof of the Plotkin bound in class - Check out
ESSENTIAL CODING THEORY §4.4 for a proof.
-

COR
.

Let C be a familyof codes of rate R and distance fat- "
q .

JThenr⇐1-gH).sto
-

notice that n
'

L gd¥ ,

proof . (Assuming thePlotkin bound) so d > ( t - 'g) n
'

.
This will be useful

.

Those n'
= Lf# I -[ Fr all xEE" -Y define
# n - n

'

Cx = { (Cn-n' ti , . . ., en ) / ceC with CETn.nl -x }
= the set of ENDS of codewords that BEGIN with X .µ:.si:*.:c:S::: die :*:÷÷÷÷÷÷÷i÷÷÷÷÷÷÷!

Ctd . . .



proof Ctd .

But then

I .
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÷÷÷÷i÷÷÷÷. I= expg ( n ( t - Sff, ) toHt )
,

So RE t - (F) s t oHI
,
as desired
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Did we make progress
? Yes ! We narrowed down the yellow regiona

bit
.
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FVNERus= : What happens to this picture as q
→ a?



② REED -SOLOMON CODES
.

Notice that for any fixed q , the Plotkin bound is strictly better than
the Singleton bound . "

Singleton
in:*:*::: :c::*::c::*.is:

'm

:O:c:*: I
.(The tick : the alphabet size will be growing

with n)

we can define polynomials over finite fields, just likewe can over Rl .
-

f-(X) = aot a, X t az . X
'

t - - - toed - Xd Note : depending on your background,
lad .to/feIsakheE it's totally normal to use capital X"

""F
ns.qgiaaby.ngtyatauw.einqotmemnomid . /awse%Ym¥!÷mit÷!!

The set of all univariate polynomials get over it .

W/ welts in Fg is denoted Fgcx?

-
if nonzero

!

FAIT
.

A polynomial f of degree d over Ag has at|mostdwo
aT
pf .

(sketch)
.
If f-431=0 , then (X-p) If . So if pi , . .,Bati are

-

rootsoff, then cxpx-pzt-agfa.gl/fqgne.aa
contradiction

/[This proof implicitly uses :
"

Thin :
"

Arithmetic over FCX] behaves like youthink it should .
"|,naµaam,,,mg
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EXAMPLES Over tf
,

2

f¥¥÷÷÷÷¥÷÷÷÷÷.it#ii:::::::::::.::./Notice that X't1 DOES have aroot over ft
,
sothe field matters .
-

-

DEI . A VANDERMONDE MATRIX has the form
- -

1 a
,
ai . - - air

| V -- / ! !
" " ' * / for some, . . . . . ..me#g .

Aka
, Vij -- ai? /: distinct
[ Note : I also use"Vandemark"

to refer to the transpose
1 an ta -

- - Lnm ofamatrix of this form.]
-

-

-

÷::::÷i÷i÷÷÷÷÷÷÷ii.Since f- is a nonzero polynomial of degree E n - I, it doesn't have n roots
,

so V. k¥0I .÷:÷::÷÷÷i.ii÷ii÷÷÷ii÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷:÷÷:÷÷i:
Sind ditg tf itj , the RHS has no zero factors and

has to be everything .]

soisnonzero.lthisusesthefactthats.inafeld.a.ptoifa.p.to#



ALMOST ljcontig.ieTHE COR . Any square submatrix of a Vandamondemalnx is invertible .

FEN-tfomofmevdptsisomwemditfwa-onesoumnioursguwesubmanx.is
Proof . A

square submatrix looks like hi
'

dit
't'

dit
't '

. . . qitr
xiii

i iT÷i.:÷÷÷÷÷÷÷÷i÷:÷
or ai to for D
to be full rank

.

These facts about Vandermark matrices will be useful.
first

, they imply :

#
THEOREMS Polynomial interpolation works over Fg .

"

formally , given (ai , yi) c- Fgxtfg for it, .. ., dti, there is a uniquefdegree-dpolynomialfsothatfkit-yi.tt
-

proof . If f- IN = aotaext . - - t ad Xd , then the requirements that flail .
-

Yi fi

are precisely I
a

:D
,

for

asg.gg?.e!andemmdemah
"" /§Hena,a=V"yistheuniquesoluhonnbdwkwt

Moreover
,
the proof implies that we can find f efficiently

> Actually , VERY
efficiently . You can

FAC-i.AT/funchonsftFgFg/
doan Fft - likething

-
to multiply by Vandemark

polynomials of degree ← of-1 . matrices real fast .⇒poof. There are only q pts in Fg , so we can interpolate a (unique)
degree Eq- I polynomial through any function

.-
[second proof: thereare q8 such functions and also got such polynomials ]
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EXAMPLE
.

f-IN -
- X 't must have some representation as a degree soft poly

over Ag. What is it ?T.nwgwq.xg.y.qn.sisbeaeugef.q.gg.apa.gg
Now we are finally ready to define . . . Useful fact! Let's
1- call it htt

.

DEI CREED-Solomon CODES) / qq.yrowne.tw?qrueaitif
Let Nsk

, of
> n

.

The REED-SOLOMON CODE a bunch .

/ offi.gs:7?sng.erifa.wim evaluation points
,"÷÷÷i÷÷÷÷÷÷m

s
:#

RSGII , n , k ) -- { (flat , Had , . . . , fkn )) : fefg.IN , degfftek- I}I'll just

Isin"
#
Nog: This definition implies a natural encoding map for RS codes :

X - (Xo, . .. . .#↳ ( fxk.) , . . . , f×Kn)) , where f. (X) -- Kot X , -Xt - -- t Xk . , Xk
"

Fe÷÷÷÷÷¥i.ie. /This isn't the ONLY encoding map , but it's the one we will think about(
formostofthec.la#

-
PROP

. RSGII , n ,

k ) is a linear code
,
and the generator matrix

-

is the nxk Vandermark matrix with rows correspondingftode.azi.si
proof . Staring . ( tf x has the coefficientsoff , then V - f- = . ) /
-

Notice : Since V has rankle
,
this implies that dint Rank) ) -

- k )



I

PROPThedistanceofRSgln.fr/isd=.n-+#.-
PSinaR§lmk1islinear,dist(RSjmkH=minwÉ

c-RS

Theminimum weight ofany codeword is at least n-k+1 , since any /degree k-1 polynomial has at most k-1 roots .-
Equivalent proof: the follows from the fact that

every kxk minor of the generator matrix is full rank .

RScode.se/iactlymeettheSingkt0nB00nd--# YAY! OPTIMALITY ! !
Forany nandkwe

like !

Dtefttlinearlnikidlqcodewithdntbetflakameehnglhesingktn
Tis.ca/kdMAXlMUMDlSTANCESEPARABLE.lMf

So
,
RS codes are MDs

.

Notice that MDS- ness is equivalent tothe
property :

"

every kxksubmalnxof the generator matrix is full rank ,
"

which we just saw wastrue for Rs codes .I

lnparli-uar.im M|]=①¥%¥/ "" "" & # """ " "° / {
"""""""&¥É_Gto non -erased ✗ ✗

determine all of c. positions.

Ic

Noticethat
q must be growing in order to get Distance n-ki- 1- ⇐ can correct any

n-k erasures
an MDS code (by the Plotkin bound )

.

How bigsomewhat ⇐ any kxksub .-matrixdoes of
have to be? OPEN QUESTION ! ofG is invertible .

(Note : itwas settled for pride fields in 2012 by Ball ) .Fq.mg#...,.qg.,....,,g,yi,.....nn...
CONJECTURE ( "MDSCONJECTURE") . If keq, then he qtl , unless (q= 2h and k=3) or k=q-1 , in which casensqi-2.f-cfnm1955laka.RS#basiharwsmaestaphaktsiewn--G



③ DUAL VIEW of RS CODES
What is the parity-check matrix of an RS code?

We'll need a bit more algebra
-

DEF Fft is the multiplicative group of nonzero elements in Fg .#
Aka
, Fg

*
= Egl{03 as a set

,

and I can define multiplication and

division everywhere in

ftp.EXAM-PLEIts = {0
, I , 2 , 3,43 mod 5 equipped w/ t and *|tF*={1,2,3,43mod5equippedayjust#
-

FACT
. ftqtt is CYCLIC

,

which means there's some J E #q* so thatI

I

Ff -- { y , y
'

, y
'

, . . .

. go-13fyis.ayeaapy.my#g./
-

EXAMPLES 2 is a primitive element of Ifs , and

It
*
= { 2 , 22--4 , 23=3, 24=1 }

+one.

!÷÷÷:::±i÷::9s:¥ow:÷¥¥¥¥H
If you haven't seen this before, play around w/ this and other examples.
What elements of Fp are primitive ? If an element isn't primitive, what can

you say about its ORBIT { ji : it , 2,3, . . . } ?



-

F-nctl-EMA.fr#any0dfffgdd--O./Pnof-aeEIgad--aEg*dd
= E' Iff (y ' )d for a primitive elements .

÷÷i÷÷÷÷÷÷÷÷÷:÷: r." . .. .:/using txt again .

=

f = O
.

So (yd )" - I . lsinaydiol .

-

Now we can answer our question about theparity-check matrix of RS codes.
-

sandlot 8 be a primitive element of ft .÷:c::::÷:.in ." I= { (co .ci, . . . .cn-i ) C- Fj : dy ' ) - O forj - 1,2, . . ., n - k }fwhereecxt-sii.ie#
-

COR
.
The parity check matrix of Rsglcy; . . . ,y" ) , nah) is

÷÷÷÷i*i



-7Proof of PROP. It suffices to show that

←

n.fi : :: ÷:/ If 84 . . . guk
-y

= O

i"/ :
a /req-

I

1 pm . . . yln.tl/k-Y
=

kfi:÷:ii÷÷÷÷÷÷:÷:÷÷÷:/
Hj

= [ aqfgx.at't
'

)

= 0

sinceitjsln-kttk-n-q-tcq.la#jOsinaioJ$

Notice : Rslniklt has generator matrix Ht
,

which
again looks alot like

a Vandermark matrix ! So Rsln , htt is again (kind of) an RS code !

This particular derivation used the choiceof eval . pts heavily .

However
,
a statement likethis is true in general .



/gIettg
DEF_ A GENERALIZED RS CODE GRSq( I ,n,k;I ) is

/ GRSgbi.n.hn?):-- { ( %f1H.a.HN , xnflxn) ) / f- c-Fix] , deglflek -1} . /
ÉGñk;=RTforsomeEE#g×

Proof : Fun exercise ! (Wemayproveitinthe in-class exercises) .

QUESTIONS to PONDER

① How would you modify Rscodeslomakethembinary ?

② How would you decode Rscodesfnm errors efficiently ?
Do you think it's possible ?


