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Exam info

• December 12, 12:15-3:15 pm  
– If you can’t make this time, please let CAs know 

immediately to arrange an earlier time slot 
– You’ll have three hours, but based on past experience, 

most students won’t use that much time 
• Practice exam questions (and solutions) will be 

posted on course web site shortly 
– Most questions will require a sentence or two to 

answer 
– You will not need to code during the exam 

• Closed book, but you can bring one double-sided 
or two single-sided pages of notes
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2017 Nobel Prize

Awarded to Jacques Dubochet, 
Joachim Frank and Richard 
Henderson, "For developing cryo-
electron microscopy for the high-
resolution structure determination of 
biomolecules in solution"
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Nature, 2015



Outline

• Overview of cryogenic electron microscopy (cryo-EM) 
• Cryo-EM images are projections 
• Computational reconstruction methods 

– 2D image analysis 
• Image preprocessing 
• Particle picking 
• Image clustering and class averaging 

– 3D reconstruction 
• Reconstruction with known view angles 
• Structure refinement with unknown view angles 
• Calculating an initial structure 
• Capturing multiple conformations 5



Overview of cryogenic electron 
microscopy (cryo-EM)
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The basic idea
• We want the structure of a “particle”: a molecule (e.g., protein) or a well-defined 

complex composed of many molecules (e.g., a ribosome) 
• We spread identical particles out on a film, and image them using an electron 

microscope 
• The images are two-dimensional (2D), and each particle is positioned with a different, 

unknown orientation 
• Given enough 2D images of particles, we can computationally reconstruct the 3D 

shape of the particle
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Image from Joachim Frank 
http://biomachina.org/courses/structures/091.pdf
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A high-end cryo-electron 
microscope



Dramatic recent improvements
• Cryo-EM has been around for decades, but it has 

improved dramatically in recent years due to: 
– Invention of better cameras 

• Until around 2008, electrons were detected either by 
photographic film, or by scintillator-based digital cameras 
that converted electrons to photons for detection 

• New “direct-electron detectors” can detect electrons 
directly, substantially improving image resolution and quality 

– Better computational reconstruction techniques 
• Cryo-EM is thus coming into much wider use, and 

may challenge crystallography as the dominant 
experimental method for determining molecular 
structure.
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Comparison to x-ray crystallography
• Cryo-EM’s major advantage over crystallography is that it does 

not require formation of a crystal 
– Particularly advantageous for large complexes, which are usually difficult 

to crystallize 
– Also avoids structural artifacts due to packing in a crystal lattice.  In EM, 

particles are in a more natural environment. 
• On the other hand: 

– Cryo-EM’s resolution is usually worse than that of crystallography 
– Reconstructing structures of small proteins from EM images is difficult, 

because images from different orientations look similar (i.e., “a blob”) 

• Bottom line:  Cryo-EM is particularly advantageous for larger 
complexes/molecules, because: 
– They tend to be harder to crystallize 
– The computational reconstruction problem in cryo-EM is usually easier 

to solve for large, asymmetric particles than for small ones
10



Cryo-EM images are projections

11



Cryo-EM uses transmission electron 
microscopy
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http://www.cas.miamioh.edu/~meicenrd/ANATOMY/
Ch2_Ultrastructure/Tempcell.htm

Transmission electron microscopy

http://www.newscientist.com/data/images/ns/cms/
dn14136/dn14136-1_788.jpg

Scanning electron microsopy

• In transmission electron microscopy, a beam of 
electrons passes through a thin sample before 
forming an image 



Cryo-EM images are projections

• Each recorded 2D image is thus a projection of 
the 3D shape (density) we want to reconstruct  
– That is, we can think of each pixel value in the 2D 

image as a sum of the values along a line through the 
3D sample (in the direction of the electron beam)
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Electron beam

Particles

Images



14From Joachim Frank, Three-dimensional electron microscopy of macromolecular assemblies: Visualization of biological 
molecules in their native state, 2006    



15From Joachim Frank, Three-dimensional electron microscopy of macromolecular assemblies: Visualization of biological 
molecules in their native state, 2006    

In transmission EM, the 
image would look more 
like an “x-ray” of the 
bunny than a shadow of 
the bunny



Vitrification

• To survive in the electron microscope (in a vacuum, 
under electron bombardment), particles are 
embedded in ice  

• The sample is cooled extremely quickly (“flash 
frozen”), so the ice is “vitreous” (i.e., not crystalline) 

• High-resolution single-particle EM relies on this 
“vitrification” process and is thus referred to as 
cryogenic electron microscopy (cryo-EM)



Computational reconstruction methods
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Overview of computational methods

• 2D image analysis: First, go from raw image data 
to higher-resolution 2D projections 
– Image preprocessing 
– Particle picking 
– Image clustering and class averaging 

• 3D reconstruction: Then use these higher-
resolution projections to build a 3D model 
– Background: Reconstruction with known view angles 
– Structure refinement with unknown view angles 
– Calculating an initial structure 
– Fitting atomic-resolution models to lower-resolution EM 

structures 
– Capturing multiple conformations 18



Computational reconstruction methods
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2D image analysis



The raw images don’t look so good
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Before attempting any 3D reconstruction, we do several types of processing on the images

Image from Joachim Frank 
http://biomachina.org/courses/structures/091.pdf



Computational reconstruction methods

21

2D image analysis

Image preprocessing



Image preprocessing

• Problem 1: The sample tends to move slightly 
during imaging, blurring the image 

• Solution 
– Direct electron detectors are fast enough to record a 

movie instead of a single image 
– Align the movie frames computationally, then average 

them together

22



Image preprocessing

• Problem 2: Overall brightness is often non-
uniform (due to uneven illumination or sample 
thickness) 

• Solution: high-pass filter the image

23
Cheng et al., Cell 161:438 (2015)



Image preprocessing
• Problem 3: The optics cause the recorded image to be a blurred version of 

the ideal image 
– This blurring is a convolution, and can thus be expressed as a multiplication in the 

frequency domain, where the ideal image is multiplied by the “contrast transfer 
function” 

• Solution: Estimate parameters of the contrast transfer function, then correct 
for it 

– Some of the parameters are known (from the optics), while others are estimated 
from the images 

– Correction is generally done in the frequency domain

A typical contrast transfer function, 
in the frequency domain (zero 
frequency at the center)

https://en.wikipedia.org/wiki/Contrast_transfer_function



Computational reconstruction methods
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2D image analysis

Particle picking



Pick out the particles in the 2D images
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Image from Joachim Frank 
http://biomachina.org/courses/structures/091.pdf



Particle picking results

27Image from Joachim Frank 
http://biomachina.org/courses/structures/091.pdf



Particle picking methods

• Particle picking can be difficult, 
because the images are low-
contrast and noisy 
– Images may also have 

contaminants that should be 
ignored 

• A variety of automated and semi-
automated methods have been 
developed 
– For example, matching to 

templates, or picking out high-
contrast regions 

– Some particles are often still 
packed manually to seed 
automated methods with suitable 
templates

28

Cheng et al., Cell 2015

Particle of interestContaminant



Computational reconstruction methods
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2D image analysis

Image clustering and class averaging



• The images in each row above represent the same ideal image but with 
different corrupting noise 

• If we average the images in each row (that is, average corresponding pixels), we 
end up with a less noisy image, because the noise in the different images tends 
to cancel out

Averaging similar images reduces noise

Image from Joachim Frank 
http://biomachina.org/courses/
structures/091.pdf



Goal: cluster the particle images into 
classes of similar images

• Group together images with similar view angles 
– Then align them to one another and average them 

together to reduce noise 
• To do this, divide images into several classes (with 

each class representing a set of similar view angles) 
• We need to determine both what the classes are 

and which images should be assigned to each class 
• This is a clustering problem 

– Group images such that the images within a group are 
similar, but images in different groups are different 

– In machine learning terminology, this is “unsupervised 
learning” 31



Standard approach: k-means clustering

• Pick k random images as class exemplars 
• Then iterate the following: 

– Assign each image to the closest exemplar 
– Average all the images in each class to determine a new class exemplar 

• Notes: 
– In the assignment step, we need to align each particle image against 

the exemplar images  
– We need to specify the number of classes (k) in advance, or experiment 

with different values of k 
– k-means clustering is guaranteed to converge, but not guaranteed to 

find a globally optimal solution 
– Indeed, the solution may depend heavily on the initialization conditions, 

and may be heavily suboptimal
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Caveat: Potential model bias in clustering/alignment 

33

Image from Steve Ludtke 
http://biomachina.org/courses/structures/091.pdf

In this case, the images are just noise, but by selecting alignments that 
best match a given template, we get a class average that looks like the 
template. 

http://biomachina.org/courses/structures/091.pdf


Avoiding these problems

• A variety of more 
sophisticated clustering 
methods ameliorate these 
problems 
– Some involve modifications to 

k-means (e.g., the Iterative 
Stable Alignment and 
Clustering method) 

– Some involve principal 
components analysis or other 
dimensionality reduction 
techniques 

– Some recent methods 
eliminate this averaging step 34

Optional material



Class averaging results

These are considered good class averages  
(from a high-resolution single-particle EM study)

35

Cheng, Cell 161:450 (2015)



Computational reconstruction methods
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3D reconstruction



Problem

• Discuss: 
– How could you do this if you know the view angle for 

each projection? 
– How could you do this if you don’t know the view 

angles?
37

Original image

Projections

• Suppose you’re given 
many projections of a 
2D image, and you 
want to reconstruct the 
original image. How 
would you do it?



Computational reconstruction methods
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3D reconstruction

Background: Reconstruction with known 
view angles



Suppose you knew the view angle for 
each particle image

• How would you reconstruct the 3D density map 
from 2D projections? 
– Same problem is encountered in medical imaging  

(e.g. in CT scans, which are basically 3D x-rays) 
• One approach would be back-projection: reverse 

the projection process by “smearing” each 
projection back across the reconstructed image

39



Back-projection

40

http://www.impactscan.org/slides/impactcourse/basic_principles_of_ct/img12.html

Original image

Projections

Reconstructions based on different 
numbers of projections (2, 4, 8, 16, 32)

The result of back-projection is a blurred version of the original image. 
How can we fix this? 



Filtered-back projection
• It turns out we can fix this problem by applying a 

specific high-pass filter to each image before 
back-projection.  This is filtered back-projection.  

41

http://www.impactscan.org/slides/impactcourse/basic_principles_of_ct/img15.gif



Why does filtered back-projection work?

• To answer this, use the projection slice theorem 

42

Projection slice theorem (2D version): 
The 1D Fourier transform of any 
projection of a 2D density is equal to the 
central section—perpendicular to the 
direction of projection—of the 2D 
Fourier transform of the density

This theorem holds because each of the 2D 
sinusoids used in the 2D Fourier transform is 
constant in one direction

(Optional Material)



Filtered back-projection is a common 
technique, but there are several 
alternatives, including direct Fourier-
domain reconstruction

Why does filtered back-projection work?

• Back-projection is equivalent to filling in 
central sections in the Fourier domain 

• The problem is that when reconstructing 
by back-projection, we overweight the low-
frequency values (in the figure, the density 
of dots is greatest near the center) 

• To fix this, reduce the weights on low-
frequency components.

Frank, 2006

http://jnm.snmjournals.org/cgi/content-nw/full/42/10/1499/F2

Ideal filter shape grows linearly with frequency.

(Optional Material)



This carries over to the 3D case

Frank, 2006

Projection slice theorem (3D version): 
The 2D Fourier transform of any 
projection of a 3D density is equal to the 
central section—perpendicular to the 
direction of projection—of the 3D 
Fourier transform of the density

(Optional Material)



Computational reconstruction methods
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3D reconstruction

Structure refinement with unknown view 
angles



Refining a structure

• If we’re not given the view angles for each particle, 
but we have a decent initial 3D model, then iterate 
the following steps to improve the model: 
– For each projection (specifically, each class average), 

find the view angle that best matches the 3D model 
– Given the newly estimated view angles, reconstruct a 

better 3D model (e.g., using filtered back-projection) 
• This is called 3D projection matching
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An example

47

Image from Steve Ludtke 
http://biomachina.org/courses/structures/091.pdf

Class averages (starting point for reconstruction)

http://biomachina.org/courses/structures/091.pdf


This surface is a contour map.  Estimated density is greater than a threshold 
value inside the surface and less than that value outside it.  “Density” here 
corresponds roughly (not precisely) to electron density.









Final reconstruction

Protein: GroEL 
6.5 Å resolution 

Ignore the color 
coding



Caveat

• Structure refinement methods are prone to 
overfitting 
– Converged model can show features that don’t really 

exist and just reflect noise in the images (analogous to 
the issue with image clustering) 

– A variety of methods have been developed recently to 
deal with this issue   
• Many use Bayesian statistical approaches (e.g., 

RELION software)
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A high-resolution cryo-EM structure 
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Li et al., Nature Methods 10:584 (2013)A 3.3 Å resolution EM structure



A recent development:  
Atomic-resolution Cryo-EM

• New technology (energy filter and new electron source, camera, 
software) allows resolution of 1.2 Å in certain cases 
– This resolution allows one to see density for individual atoms, even hydrogen! 
– In most cases, cryo-EM still gives lower resolution than x-ray crystallography

55
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Atomic-resolution protein structure 
determination by cryo-EM

Ka Man Yip1, Niels Fischer1, Elham Paknia1, Ashwin Chari1 & Holger Stark1ಞᅒ

Single-particle electron cryo-microscopy (cryo-EM) is a powerful method for solving 
the three-dimensional structures of biological macromolecules. The technological 
development of transmission electron microscopes, detectors and automated 
procedures in combination with user-friendly image processing software and 
ever-increasing computational power have made cryo-EM a successful and expanding 
technology over the past decade1. At resolutions better than 4 Å, atomic model 
building starts to become possible, but the direct visualization of true atomic 
positions in protein structure determination requires much higher (better than 1.5 Å) 
resolution, which so far has not been attained by cryo-EM. The direct visualization of 
atom positions is essential for understanding the mechanisms of protein-catalysed 
chemical reactions, and for studying how drugs bind to and interfere with the 
function of proteins2. Here we report a 1.25 Å-resolution structure of apoferritin 
obtained by cryo-EM with a newly developed electron microscope that provides, to 
our knowledge, unprecedented structural detail. Our apoferritin structure has almost 
twice the 3D information content of the current world record reconstruction (at 1.54 Å 
resolution3). We can visualize individual atoms in a protein, see density for hydrogen 
atoms and image single-atom chemical modifications. Beyond the nominal 
improvement in resolution, we also achieve a substantial improvement in the quality 
of the cryo-EM density map, which is highly relevant for using cryo-EM in 
structure-based drug design.

In recent years there has been rapid and exponential growth in the 
determination of high-resolution structures of macromolecular com-
plexes by cryo-EM (https://www.ebi.ac.uk/pdbe/emdb/statistics_main.
html), accompanied by a continuous shift in the highest attainable 
resolution of structures. Whereas the majority of the solved protein 
structures are still at resolutions of 3–4 Å, a growing number are in the 
2–3 Å range, and a few are at a resolution better than 2 Å. The current 
record is a 1.54 Å resolution structure (EMD-9865) of apoferritin3. 
This structure was determined using a Jeol CryoARM 300 microscope 
equipped with a cold field emission gun electron source and an energy 
filter4. The increase in resolution raises important questions about 
the ultimate resolution limit of single-particle cryo-EM using existing 
electron microscope hardware. Here we use new hardware to deter-
mine the structure of the protein apoferritin at true atomic resolu-
tion, which enables the visualization of all atoms, including hydrogen 
atoms, in the protein.

New electron microscope hardware
We used a prototype instrument equipped with additional 
electron-optical elements to increase the performance of the elec-
tron microscope. A monochromator5 and a second-generation spheri-
cal aberration corrector6 (BCOR, CEOS GmbH) were built into a Titan 
Krios G3 (Thermo Fisher Scientific) electron microscope equipped 
with a Falcon 3 direct electron detector. This hardware combination 

improved the optical properties by both reducing the energy spread 
of the electron beam (as a result of the monochromator) and reducing 
optical aberrations such as axial and off-axial coma (by the aberration 
corrector). As a reference, the microscope used here has an energy 
spread of about 0.1 eV, which is smaller than those of microscopes 
equipped with either Shottky field- or cold field-emission electron 
sources (approximately 0.7 eV or 0.4 eV, respectively); this provides 
increased temporal coherence and less dampening of high-resolution 
structural details in the images (Fig. 1). The additional BCOR spherical 
aberration corrector provides images that are free of axial and off-axial 
coma, which in the 1 Å-resolution regime is the most limiting aberration. 
In addition, the BCOR corrector can correct aberrations up to the fifth 
order and we use it to minimize linear magnification distortions in the 
images (Extended Data Fig. 1f). Linear magnification distortions are 
common in electron microscopy, and high-end microscopes suffer from 
these distortions typically in the relative range of 0.5–1%. Such values 
are negligible in attaining 3 Å-resolution structures for relatively small 
objects, but can become resolution-limiting for larger macromolecular 
complexes and/or when approaching atomic resolution. Typical linear 
magnification distortions in our microscope can be minimized to 0.1% 
by the BCOR and remain stable over longer microscope operation times. 
Images obtained from this microscope therefore normally require 
subsequent correction of neither linear magnification distortions nor 
coma by means of image processing, as is required for images obtained 
from standard electron microscopes.
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Single-particle cryo-EM at atomic resolution

Takanori Nakane1,9, Abhay Kotecha2,9, Andrija Sente1,9, Greg McMullan1, Simonas Masiulis1,7, 
Patricia M. G. E. Brown1, Ioana T. Grigoras1,8, Lina Malinauskaite1, Tomas Malinauskas3,  
Jonas Miehling1, Tomasz Uchański4,5, Lingbo Yu2, Dimple Karia2, Evgeniya V. Pechnikova2, 
Erwin de Jong2, Jeroen Keizer2, Maarten Bischoff2, Jamie McCormack2, Peter Tiemeijer2, 
Steven W. Hardwick6, Dimitri Y. Chirgadze6, Garib Murshudov1, A. Radu Aricescu1ಞᅒ &  
Sjors H. W. Scheres1ಞᅒ

The three-dimensional positions of atoms in protein molecules define their structure 
and their roles in biological processes. The more precisely atomic coordinates are 
determined, the more chemical information can be derived and the more mechanistic 
insights into protein function may be inferred. Electron cryo-microscopy (cryo-EM) 
single-particle analysis has yielded protein structures with increasing levels of detail in 
recent years1,2. However, it has proved difficult to obtain cryo-EM reconstructions with 
sufficient resolution to visualize individual atoms in proteins. Here we use a new 
electron source, energy filter and camera to obtain a 1.7 Å resolution cryo-EM 
reconstruction for a human membrane protein, the β3 GABAA receptor 
homopentamer3. Such maps allow a detailed understanding of small-molecule 
coordination, visualization of solvent molecules and alternative conformations for 
multiple amino acids, and unambiguous building of ordered acidic side chains and 
glycans. Applied to mouse apoferritin, our strategy led to a 1.22 Å resolution 
reconstruction that offers a genuine atomic-resolution view of a protein molecule 
using single-particle cryo-EM. Moreover, the scattering potential from many hydrogen 
atoms can be visualized in difference maps, allowing a direct analysis of 
hydrogen-bonding networks. Our technological advances, combined with further 
approaches to accelerate data acquisition and improve sample quality, provide a route 
towards routine application of cryo-EM in high-throughput screening of small 
molecule modulators and structure-based drug discovery.

Multiple factors determine the attainable resolution of reconstructions 
from single-particle cryo-EM. However, for biological macromolecules, 
the radiation damage caused by electron interactions with the sample 
is a fundamental limitation. To preserve the molecular structure, dam-
age is restricted by carefully limiting the number of electrons used for 
imaging4. The resulting counting statistics lead to high levels of noise. 
The signal-to-noise ratio (SNR) of cryo-EM images drops rapidly with 
spatial frequency, and at higher spatial frequencies the noise is typi-
cally orders of magnitude higher than the signal.

High-resolution reconstructions can still be calculated by averaging 
over many images of individual particles, provided that their relative 
orientations can be determined. However, because noise reduction 
scales with the square root of the number of particles, and because 
higher SNRs lead to more accurate orientations, acquiring more par-
ticles is often less efficient than increasing the SNR in the images. 
Consequently, although microscope automation5 and faster image 
processing programs6,7 have allowed reconstructions from larger 
datasets in recent years, increasing the SNR of the raw data may lead 
to bigger improvements, as is illustrated by the sudden increase in 

cryo-EM resolutions with the introduction of more sensitive direct 
electron cameras in 20138,9.

Here we describe the effect of three technological developments that 
further increase the SNR of cryo-EM images: a new cold field emission 
electron gun (CFEG), a new energy filter and the latest generation Falcon 
direct electron camera (Fig. 1a). Combined, these developments lead to 
a marked increase in the achievable resolution that ultimately enables 
the visualization of individual protein atoms in optimized samples.

Electron source optimized for energy spread
The source inside the microscope emits electrons with a range of dif-
ferent wavelengths, or energies. Because not all of these electrons can 
be focused in the same plane owing to chromatic aberration in the 
objective lens, the energy spread of the electrons leads to a blur in the 
images. The corresponding loss in SNR increases with spatial frequency 
and is described by an envelope on the contrast transfer function (CTF). 
Many state-of-the-art electron microscopes are equipped with a field 
emission gun (FEG) that is operated at a temperature of 1,700–1,800 K 
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Finally, we calculated reconstructions for each of the 434 camera 
frames that were acquired per exposure and were able to follow the 
dose-dependent evolution of the cryo-EM density with an unprec-
edented resolution of 0.1 electrons (e−) per Å2 (Supplementary Video 4). 
Following the initial dose of 1.5 e− Å−2, the resolution of the single-frame 
reconstructions extended to 1.7 Å and remained better than 2 Å up 
to an accumulated dose of 11.5 e− Å−2. However, the first few recon-
structions were of relatively poor quality, probably because initial 
beam-induced motions were not modelled adequately. As radiation 
damage is minimal in the earliest frames, further improvements in 
beam-induced motion correction, possibly by considering particle 
rotations and height changes28, may therefore extend the attainable 
resolution even further.

Outlook
The three developments in electron microscopy hardware described in 
this paper provide a step-change in the resolution that can be achieved 
using single-particle cryo-EM. Using apoferritin, we have shown that 
these developments allow the determination of the structure of a pro-
tein to true atomic resolution, as per the Sheldrick criterion29,30. The 
improved energy spread of the CFEG is crucial for extending resolu-
tions to better than 1.5 Å, consistent with similar observations made 
with the JEOL CFEG10. There are two alternatives to the CFEG strategy 
to improve the CTF envelope function at atomic resolution. First, one 
could use objective lenses with a lower chromatic aberration, which 
are common in material science, although their narrow gap polepieces 
would limit the amount by which the sample could be tilted. Second, 
one could reduce the energy spread by using a monochromator31. The 
disadvantage of this strategy would be a considerably more compli-
cated experimental setup.

Our results for the GABAAR illustrate how the new technology can 
improve cryo-EM structures at lower resolutions, beyond the highly 
stable test samples that are represented by apoferritin. Although vari-
ations between microscopes and grids can complicate direct com-
parisons of B-factors, our results for the GABAAR suggest that the 

Falcon-4 camera in combination with the new filter provides the best 
image quality (Fig. 2a). At this stage, it is unclear whether the removal 
of inelastically scattered electrons from our thin samples alone would 
be enough to account for this improvement, or whether other effects—
for example, increased amplitude contrast32—are also involved. In the 
future, it will also be of interest to explore whether, instead of removing 
them, inelastically scattered electrons could still be used to add to the 
signal in a chromatic-aberration-corrected microscope33,34.

The increased SNR of cryo-EM images enabled by the technology 
described here will expand the applicability of both single-particle 
analysis and electron tomography to more difficult samples, including 
membrane proteins in lipid bilayers, small proteins and structurally het-
erogeneous macromolecular complexes. Moreover, higher-resolution 
reconstructions will allow improved visualization of hydrogen-bonding 
networks, ordered waters and alternative side-chain conformations, 
which will further our understanding of protein function and facilitate 
cryo-EM fragment-based drug discovery.

Online content
Any methods, additional references, Nature Research reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author con-
tributions and competing interests; and statements of data and code 
availability are available at https://doi.org/10.1038/s41586-020-2829-0.
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Fig. 3 | Apoferritin reconstruction. a, B-factor plots for reconstructions 
using: high-order aberration (+aberr) and Ewald sphere correction (+Ewald; 
orange); high-order aberration correction only (blue); and no correction 
(grey). B-factors estimated from the slopes of fitted straight lines are shown in 
the same colours. Numbers in parentheses and error bars represent estimated 
and sample s.d.s from sevenfold random resampling, respectively. b–d, 
Densities from the 1.22 Å map (blue) for M100 (b), F51 (c) and L175 (d). e, 
Hydrogen-bonding network around Y32 and water-302 is visible in the 
difference map (green, positive; orange, negative). f, The α-helix 
hydrogen-bonding network involving residues 21NRQIN25, shown as in e.
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3D reconstruction

Calculating an initial structure



How do we get an initial structural model?

• Traditional options: 
– Might have an initial model from 

prior experimental work (e.g., a 
homologous protein) 

– Conduct specialized 
experiments, often at lower 
resolution 
• Example: random canonical tilt 

approach, which requires 
collecting each image twice, from 
different camera angles

57
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How do we get an initial structural model?
• Direct computational solutions are becoming practical!  
• Example: stochastic gradient descent method 

– Choose a 3D model randomly 
– Repeat the following two steps: 

• Select a random subset of the images 
• Adjust the 3D model to maximize probability of observing the selected images

Stochastic 
gradient 
descent

Refinement Punjani et al., 
cryoSPARC: algorithms 
for rapid unsupervised 
cryo-EM structure 
determination, Nature 
Methods (2017)
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3D reconstruction

Capturing multiple conformations



Capturing multiple conformations from a  
single cryo-EM dataset

• Each particle is potentially flash-frozen in a 
different conformation—so in principle, one could 
reconstruct multiple conformations from a cryo-
EM image dataset 

• Challenge: We only have one image (projection) 
of each particle, and we don’t know in advance 
which conformation that particle was in 

• Traditional solution: separate particle images into 
multiple classes that appear to correspond to 
different conformations, then use images in each 
class to reconstruct a 3D model 60



Recent development: methods that reconstruct 
a continuous space of conformations

• Example: CryoDRGN 
– Constructs a generative neural network in which several latent variables 

determine the 3D structure 
• Network parameters are optimized to maximize the likelihood of the 

observed images (calculated in Fourier space, taking advantage of the 
projection slice theorem) 

– By varying the latent parameters, one can move through the predicted 
conformational space

61

Zhong et al., 
CryoDRGN: 
reconstruction of 
heterogeneous cryo-
EM structures using 
neural networks, 
Nature Methods 
(2021)


