
CS 293/EDUC 473

Measurement



Announcements &  reminders

● Project rationale due tomorrow at midnight
○ Who does not yet have a project partner?

● HW2 due next Tuesday
○ start early especially if you feel uncomfortable with 

running machine learning models!
● Project pitches are in 2 weeks: 4 minutes per team

○ Rubric & example shared on Canvas
● At the end of the week, youʼll be getting a survey 

about what you want to do in class
● Extra office hours

○ Dora: 2:30-3:30pm on Friday
○ Rose: email her if you want to talk 

(rewang@stanford.edu) 

mailto:rewang@stanford.edu


Revisiting the “Getting to know you” survey



What are you most excited to learn about?
Ethics

Teacher Feedback

Fairness & bias
End-to-end research

Large language models 
& education

Pitching project to 
educators

Causal estimation 
with text

Collaborating & 
Engaging with peers



What else would you like to do? 

Plan:

● Roseʼs lecture on LLMs for teacher 
feedback

● Design & Deployment 
○ Visit by Rakiya Brown (TeachFX)

● Experimental Design
● Guest lecture by Diane Litman

~3 classes have room for flexibility, so we 
can make adjustments (e.g. to continue 
existing conversations; practice final 
pitches)

Upcoming Survey

Data 
Exploration

Identify 
Problem Algorithm 

Development 
& Validation

Tool 
Development

Deployment

Overarching Themes:
Bias & 

Fairness

Working 
closely with 

teachers



Todayʼs class

● Measurement intro
● Measurement discussion
● Paper discussion led by Joy and Tanmay
● (Likely for next class:) Case study on unsupervised measurement



Where are we?

Data 
Exploration

Identify 
Problem Algorithm 

Development 
& Validation

Tool 
Development

Deployment

Overarching Themes:
Bias & 

Fairness

Working 
closely with 

teachers



How do we define measurement?

Data
Structured (e.g. likert scale responses) / 

Unstructured (e.g. language)

Score / Label
Measuring a target construct

Binary: Is this utterance on task?
Continuous: To what extent does 
the student feel empowered in this 
classroom?
Categorical: What is the topic of 
this lesson?

You can use these in 
quantitative analyses:



Most aspects of a quantitative research project / intervention / 
tool require measurement

● Identifying & analyzing teaching practices
● Evaluating fairness & bias 
● Identifying need for intervention
● Understanding teachersʼ and studentsʼ 

perceptions of a tool
● Measuring outcomes
● …

None of these are trivial to measure



● Identifying & analyzing teaching practices
● Evaluating fairness & bias 
● Identifying need for intervention
● Understanding teachersʼ and studentsʼ 

perceptions of a tool
● Measuring outcomes (e.g. student learning)
● …

Subjectivity and context-dependence

Sparse data & oversimplification of demographic categories

Ex. Challenges and Issues

High stakes

Low response rate & self-reporting bias

Choice of outcomes are often the most 
controversial

Most aspects of a quantitative research project / intervention / 
tool require measurement





Do you need to identify the measurement target?

Pick the target at the intersection of promise & feasibility

● Lit review
● Talk to people
● Look at data

No:

Yes:

Skip to next step 

E.g., type of classroom practice, dimension for user attitude (e.g. difficulty).



Example brainstorming spreadsheet (list of discourse practices relevant to math ed)



Does an NLP measure exist already for what you want to do?

Develop a measure (in most cases) following the standard paradigm → next slideNo:

Yes: Skip to validation (on your domain)



Standard NLP measure development workflow

1. Create high quality validation set
a. With sufficient # of examples to capture relevant variation (rule of thumb: at least 

1k examples for a relatively straightforward measure, 2k for more subjective ones)
b. When possible, create a held-out test set too (that you only evaluate on at the very 

end)
2. Iteratively develop & validate model

a. Supervised paradigm: label training data → train classification/regression model
b. Unsupervised/self-supervised paradigm: leverage unlabeled data



Standard NLP measure development workflow

1. Create high quality validation set
a. With sufficient # of examples to capture relevant variation (rule of thumb: at least 

1k examples for a relatively straightforward measure, 2k for more subjective ones)
b. When possible, create a held-out test set too (that you only evaluate on at the very 

end)

what if creating a validation set is not at all trivial 

because the construct is highly subjective?



What to do if your interrater agreement is fair to moderate?

Even when working with domain experts & doing several rounds of rater training and discussion

First ask: why is agreement low? 

Potential cause Potential solutions

Poorly defined construct Improve definition & coding scheme!

Context-dependence of construct ● (When possible) Add more context
● (When appropriate) Pre-define context

Intersubjectivity (diff. people might perceive 
or react to the same thing differently)

This is important variation that you want to keep



How to handle inherently subjective constructs?

Processing 
Annotations

● Have multiple annotators (the more the better) for 
each example.

During annotation

● Z-score judgments before aggregating
● Create different subsets of the data (subjective subset; 

less subjective subset) for evaluation



How to handle inherently subjective constructs?

Processing 
Annotations

● Have multiple annotators (the more the better) for each example.During annotation

● Z-score judgments before aggregating
● Create different subsets of the data (subjective subset; less subjective 

subset) for evaluation

Modeling
● Incorporate confidence into the measurement

○ e.g. build a model that predicts rater agreement as a proxy for confidence
● Train representations separately for each rater and then combine them 

into a shared representation (Davani et al., 2022)

Validation ● Check if results are robust to variations in data or modeling decisions
○ e.g. leave-out validation

Application

● Donʼt rely too heavily on your “ground truth” values
○ Correlate your measure with other relevant variables (e.g. overall instruction 

quality) to understand if it relates to positive or negative outcomes
○ Estimate the impact of applying your measure to address a specific issue

● Donʼt use for making high stakes decisions!

https://watermark.silverchair.com/tacl_a_00449.pdf?token=AQECAHi208BE49Ooan9kkhW_Ercy7Dm3ZL_9Cf3qfKAc485ysgAAA1kwggNVBgkqhkiG9w0BBwagggNGMIIDQgIBADCCAzsGCSqGSIb3DQEHATAeBglghkgBZQMEAS4wEQQMJhPrGidcipAOjnEgAgEQgIIDDA7P-lXsw5UQTcnCnYGOlbzr3W-xMrk4p4fEXR6_bd_SDmpgjiTx_QnCi0ElK5ujzlg8IVSmTyGWdRwKHQdIDRCdHrg_AWy6w6N6iz1xCy5iLo190IFcCRbIQOEtUKBy_RkekNpGWZKMmVrssknUyQVuEyvet6YaRnVAc_dRMua4dCmBQ7rublpJ3An7-HF7Ee6boOi_9qSzYXZ1ynEUUOCaKp7X5dbEWWkk9NHgqZVVr8mYVXuj82xwv1ipIrSdNEz1XvXqCg8d-AcnwzjJ2RSYH_MocsS5hZ0J3Iy9UthqNwznd68npyZxrKk0E2p8kjff1sV8R0HdrIJ-uQ2XRCjl70O2OHmuz_m2nR8Pcm1DQ8XFKlq6pHZCGfjcybs096Mo-hKLYduZaHA2TzUXLzv08W6okjIJC5UiLq0j9qe4mA5233t5cHYw0nIgDV5gjm-yEq2cerbQHVEmbZwvEz6u6ygpQAV8xq0kFlon2x0m5Ffe0NgHlzYbr6A_vMMuxG3eKMMHsLVc3Uv_LHLmc-7V6HXD_hu9N2wtdcM3opYQaGjRqa1dUeGrSsuZCYzpIk6_E7kioXVOcDfmv3gyx76hVm7zUzXXFHq29ZOMr1FwXRCaj0sByjPpOmv9L8Vyt3fSo1mzT-MscU_c_rDBIJisr1_hW9p29bcxaiQ92vUxnosrDNMyvxB1ezftl5yN7FYvvgkgcJuVYMU74OQECAWwGlmFzMg-wCaCkGBEGeXHeIRladGw0X_lZYm7aPedFw04x-GjVg57RbPWto4oO8Wmfo3TmorFpvgyuK0s1V3WtA23YcrFXaAgNBU26uXOZpLzcW4K5U2FD03DTWZsnoiM_muCnYxj_A1xdHkeZD2tLs2ysomu9y8YxqlGczO2UEKZ4WEkYZjEioBxq88QiJRtbZm8i__IeL4OFNqRNkh3GgwdOA12okwgsPNPtcL3phPbkNb8_RaR-e5OPuyJZZ5_xjPRTBYBxfrgP4AH72E7fUCqPBXrlK9Bj66ZkMXul7amuvD3n3M9xpMnTw


Supervised vs un/self-supervised modeling for measure development

Supervised models Un/self-supervised models

Pros:
● Tends to perform better when sufficient labeled 

training data is available 

Pros:
● Does not need labeled data
● Tends to transfer better across domains

Cons:
● Model performance tends to correlate directly 

with amount of labeled data, which in turn is 
expensive to collect

● Performance often generalizes less across 
domains

Cons:
● Does not need labeled data
● Not available / gets complicated for 

many high-inference constructs

(((Regardless of choice, you still need labeled data for your validation set!)))

Language models leverage both approaches!!



Supervised modeling: LLMs or smaller models?

Smaller models (RoBERTa, BERT, etc.) LLMs

Resources: https://simpletransformers.ai/; 
https://huggingface.co/docs/transformers/index 

GPT-3.5; Llama 2; GPT-4 (instruct tuning)

Pros:
● Downloadable → more transparency & control
● Needs little compute
● Can achieve similar performance to LLMs when 

sufficient labeled data is available

Pros:
● Very good at few shot learning
● Can be tuned with instructions

Cons:
● Require more training data
● Canʼt be tuned with instructions or via 

interacting with the model

 Cons:
● Most cannot be downloaded
● Many models canʼt be finetuned (e.g. 

GPT-4, Claude)

https://simpletransformers.ai/
https://huggingface.co/docs/transformers/index
https://openai.com/blog/gpt-3-5-turbo-fine-tuning-and-api-updates
https://ai.meta.com/resources/


What is your experience with using smaller 
models vs LLMs for measurement?




