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Welcome to CS329X: HCLLM

• Contact:  Post on Ed; other urgent or personal issues email all of us

• Website: http://web.stanford.edu/class/cs329x

• Ed Discussion: https://edstem.org/us/courses/67410/discussion/
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Outline

• Course Logistics (20 mins)

• What is Human Centered NLP LLM (15 mins)

• What if LLM systems are not human centered (15 mins)

• Quick & Deep-Dive into HCLLMs (20 mins)
• Learning from human feedback 
• Rethinking data and evaluation from a human centered perspective 

Learning Objective: decide whether CS 329X is a good fit for you; learn 
what and why behind HCLLM, as well as example studies
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Why CS 329X: HCLLM

• Both NLP and HCI perspectives in the age of LLMs

• NLP people know the standard method of data preparation, training, 
evaluation, and deployment.

• HCI people know ways to mimic natural use scenario, collect human 
feedback, design interactions…

• Both are needed for human-centered LLMs

• Different aspects from language, vision, robotics, health, 
education, social science…

• Expectation: research seminar with a few deep-dive lectures 
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Quick Glance of CS 329X (1): Foundational Basics

• Foundational Basics (Week 1 to Week 5)

➢The Ultimate Crash into NLP and HCI

❖Learning from human preferences

❖Personalization vs. collective opinion in preference tuning

❖Data, data and data

❖Design thinking + natural language as the new user interface

❖Enabling human-AI interaction

❖Evaluating human-AI interaction
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Quick Glance of CS 329X (2): Cutting-Edge Topics

• Cutting-Edge Topics (Week 5 to Week 10)

❖Culture and values in LLMs

❖LLMs for social simulation

❖Risks, trust and safety

❖Creativity and productivity 

❖45-mins lecture by Prof. Yang followed by 30-mins small-group discussions
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Quick Glance of CS 329X (3): Guest Lectures

• Rose R. Wang: Human-AI Interaction in Education

• Ryan Louie: Human-AI Interaction in Mental Health 

• Megha Srivastava: Human-AI Interaction in Robotics

• Caleb Ziems: Human-AI Interaction in Social Science

• Esin Durmus (Anthropic): Socio-technical alignment

• Sara Hooker (Cohere For AI): Open-source multilingual LLMs
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Overview of Class Activities 

Project: 55%
 Proposal: 10%

 Midway Report: 15%

 Final Submission: 20%

 Midway Presentation: 5%

 Final Presentation: 5%

Homework: 20%

Peer Review: 10%

Class-Level Report: 10%

Participation: 5%

 General participation 3%

Question contribution (signup): 2%
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Clarification on Certain Course Activities 

Homework 1 (10%)

Introduction to Model Alignment and Getting Messy with Human Feedback
• Pre-training, few-shot prompting, instruction-tuning

• Data annotations on persona-based and subjective tasks

• Preference tuning LLM on your own data

Homework 2 (10%)

Opportunities and Risks in Human-AI Interactions & LLM Simulations
• Improving workflow interactions with LLMs

• Improving LLM simulations of user behavior
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Clarification on Certain Course Activities 

• Peer Review
• Provide feedback on 2 projects (midway report), using conference review 

format; review assignment will be automatically made 

• Class-level Survey Report on “Human Centered LLMs”
• Aim for the most comprehensive overview of human centered LLMs

• Everyone who has contributed will be invited as a co-author

• Question Contribution 
• Contribute 2 questions for readings in each lecture (only once)

• General Participation
• Two absence times to use; the rest of attendance counts

10



Clarification on Certain Course Activities 

• Project Scope
• One key element: what is the human-centered aspect in your project?

• Case studies of human factors in existing NLP/LLM systems

• New methods tailored to a human-centered problem

• Applying LLMs to real-world problem for social good

• Position papers or a critic (talk to us first)
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One CS329X course project 
got accepted by EMNLP 2023



Course Policy and Computing

• Please familiarize yourself with Stanford's honor code. 

• Any use of tools (e.g., ChatGPT) should be limited to clarity and 
credited appropriately. Ideas should be your own. 

• Each student will have a total of 4 free late (calendar) days. Final 
project papers cannot be turned in late under any circumstances.

• Computing credit on Google Cloud  (Stay tuned)
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Prerequisites

• We welcome everyone who is passionate about HCLLMs

• Recommended: CS 224N or CS124 or equivalent 

• You are expected to…
• Be proficient in Python (for completing project)

• Know basic NLP/LLM — To the extent that you understand concepts 
like train/dev/test set, model fitting, feature, supervised learning, etc. 
(We will not cover these in this course!)
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Outline

✓Course Logistics (20 mins)

➢What is Human Centered NLP LLM (15 mins)
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What is Human-Centered NLP?

Human-centered NLP involves 

designing and developing NLP systems in a way that is attuned to 

the needs and preferences of humans,  and that considers the

ethical and social implications of these systems. 
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It involves multiple development stages  

It needs to be optimized for humans



Who is the human in “human-centered NLP”

• Designing and developing NLP 

technologies that prioritize 

human needs and preferences, 

rather than solely focusing on 

technological capabilities

• Human-centered NLP seeks to 

create NLP systems that are 

accessible and inclusive.
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Why should we build human-centered NLP?

The common misconception [is] that 
language use has primarily to do 
with words and what they mean. It 
doesn’t. It has primarily to do with 
people and what they mean. 
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Herbert H. Clark and Michael F. Schober. 1992. Asking questions and influencing answers. Questions about Questions: Inquiries into the Cognitive Bases of Surveys, pages 15–48



Why should we build human-centered NLP?

•Corrective

•Preventive

•Not Reactive
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Human-centered NLP vs. User-Centered Design

People ignore design that ignores 
people  - Frank Chimero

People ignore AI that ignores people
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Human-centered NLP vs. User-Centered Design

People ignore design that ignores 
people  - Frank Chimero

User-centered design (UCD) is an 
iterative design process in which 
designers focus on the users and 
their needs in each phase of the 
design process.
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Image source: Freepik.com



Designing for Humanity

21https://www.interaction-design.org/literature/topics/humanity-centered-design

https://www.interaction-design.org/literature/topics/humanity-centered-design?srsltid=AfmBOopB8DoCXoN-eNttVhnEPOZZOxN9FaASsxcBxwGEzyO-bn6wd7sZ


NLP in the Age of LLMs 

Recent Progress:

o Machine translation

o Sentiment analysis

o Conversational agent

o Question answering

Image credit to https://github.com/Mooler0410/LLMsPracticalGuide
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Image credit to https://openai.com/research/gpt-4Image credit to https://openai.com/chatgpt
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LLMs People

Reasoning
Benchmarking
Robustness 
Generalization
Verification
Infrastructure
Efficiency
Scalability 
Interpretability
… 

Personality 
Social Factors
Culture and Value 
Privacy 
Ethics
Fairness 
Interaction
Trust
Positive Impact
…



Human-centered LLMs should be in every stage
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What if NLP/LLM systems are 
not human-centered?
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Biased Results in Language Technologies

27(Blodgett et al., 2017; Blodgett et al.., 2018; Sap et al., 2019; Halevy et al., EAAMO 2021; Harris et al., FAccT 2022; Dichristofano et al., 2023) 



LLMs often generate entities that fit in a Western culture (red)
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Naous, Tarek, Michael J. Ryan, Alan Ritter, and Wei Xu. "Having beer after prayer? measuring cultural bias in large language models." ACL 2024.

Lack of Culture Awareness
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User: Where are you from?  
AI Assistant: I am from {country}

Starling 7B Reward Model

Ryan, Michael J., William Held, and Diyi Yang. "Unintended impacts of LLM alignment on global representation." ACL 2024

Unintended Impact on Global Representation



Value Misalignment
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31Zeng, Yi, Hongpeng Lin, Jingwen Zhang, Diyi Yang, Ruoxi Jia, and Weiyan Shi. "Rethinking persuasion to challenge ai safety by humanizing llms.” ACL 2024. 

Persuasive Behaviors as Jailbreaking



Security and Privacy Risks
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An example of ChatGPT 
revealing a person’s email 
signature which includes their 
personal contact information 
using token repetition attack

"Scalable extraction of training data from (production) language models.” (Milad et al, 2023) 



What if NLP systems are not human-centered?
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• Biased results

• Lack of culture awareness

• Value misalignment 

• Lack of personalization

• Security and privacy risks

• …



Outline

✓Course Logistics (20 mins)

✓What is Human Centered NLP LLM (15 mins)

✓What if LLM systems are not human-centered (15 mins)

➢Quick & Deep-Dive into HCLLMs (20 mins)
➢Learning from human feedback 
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Incorporating Human Feedback into Learning

Transform nontechnical 
human “preferences” into 
usable model “language”

• Allow humans to easily 
provide feedback

• Build models to effectively 
take the feedback
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Figure credit to Chen, Valerie, et al. "Perspectives on Incorporating Expert Feedback into Model Updates." ArXiv (2022).



• Dataset updates: change the dataset

• Loss function updates: add a constraint to the objective

• Parameter space updates: change the model parameters
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Incorporating Human Feedback into Learning



Case Study: Reinforcement Learning with Human Feedback

40
https://openai.com/blog/chatgpt



Case Study: Reinforcement Learning with Human Feedback

• Human preferences can be unreliable

• Who are providing these feedbacks to LLMs

• Whose values get aligned or represented

• Reward hacking is a common problem in RL

• Chatbots may be rewarded to produce responses that seem authoritative, 

long, and helpful, regardless of truth
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Outline

✓Course Logistics (20 mins)

✓What is Human Centered NLP LLM (15 mins)

✓What if LLM systems are not human-centered (15 mins)

➢Quick & Deep-Dive into HCLLMs (20 mins)
✓Learning from human feedback 

➢Rethinking data and evaluation from a human centered perspective 
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Human-centered LLMs should be in every stage
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Reflecting on Data Collection 

Annotators from crowdsourcing platforms might generate questions in a 
constrained setting, which often differ from how people ask questions
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Self-selection Bias

Who posts on Twitter/Reddit and why?

Reporting Bias

People do not necessarily talk about things in the world in proportion to their 
empirical distributions

Motivational Bias

Paid versus unpaid versus implicit participants



Reflecting on Data Collection 

The Inclusive Images Competition

45
Credit to https://blog.research.google/2018/09/introducing-inclusive-images-competition.html?m=1

Human-centered data collection should focus on mimicking real-use 
scenarios so the data will reflect actual human needs.



Reflecting on Model Training

• Different people can all provide feedback: End users, crowd workers, 
model developers, etc.

• Model developers tend to focus more on architecture and training. Domain 
users focus more on data and after-deployment feedback

"Putting humans in the natural language processing loop: A survey." 
Wang, Zijie J., Dongjin Choi, Shenyu Xu, and Diyi Yang.  HCI+NLP Workshop (2021).



Reflecting on Deployment

• Who is going to design the system?

• Who is going to use the system?

• How would users use the system?

• What interface can best facilitate such interaction?
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Summary

✓Course Logistics (20 mins)

✓What is Human Centered NLP LLM (15 mins)

✓What if LLM systems are not human-centered (15 mins)

✓Quick & Deep-Dive into HCLLMs (20 mins)
✓Learning from human feedback 

✓Rethinking data and evaluation from a human centered perspective

Next Class: Ultimate Crash into NLP and Prompting
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How can we make 
CS329X better for you?

54
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