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Announcements

* Sign up for Questions ©
 Clarification on Class-level Report

 Different subtopics to sign up

* E.g., pre/post/mid training for HCLLMs, alignment, preference tuning, human-Al
interaction, evaluation, data, fairness, explainability, culture meets LLM, values in
LLM, jailbreaking, impact on labor market

* Update timeline for Homework and Project


https://shorturl.at/Wj9Ok

Outline

* Transformers and Large Language Models (30 mins)
* Prompting (20 mins)

« Optimization and Calibration (20 mins)

Learning Objective: understand different prompting strategies; learn how to use,
optimize, and reflect on their effectiveness and sensitivities



Outline

» Transformers and Large Language Models (30 mins)

» Language models

» Transformers

»Pretraining and fine-tuning

»GPT-1, GPT-2, GPT-3, GPT-3.5

»ChatGPT & Learning from human preferences
»Emerging topics in LLMs




Language Modeling

* Input: sequence of words
e Output: probability of the next word

Early work: feedforward neural networks looking at context

P(wi|wi—n,...,w;j—1) Outputdistribution
IFFNN Hidden layer

% Concatenated word embeddings

| visited New

Words/one-hot vectors




Language Modeling via Recurrent Neural Network

word probs
1 P(w|context) = softmax(Wh,)
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Language Modeling Evaluation

* Accuracy doesn’t make sense

* Predicting the next word is generally impossible so accuracy
would be very low



The

Broadway play premiered yesterday'

Deep contextualized word representations

Matthew E. Peters', Mark Neumann', Mohit Iyyer', Matt Gardner'
{matthewp,markn,mohiti,mattg}@allenai.org

Christopher Clark’, Kenton Lee’, Luke Zettlemoyer'*
{csquared, kentonl, 1sz}@cs.washington.edu




Limitations of RNN LMs

* They can’t remember earlier words and can’t go back and forth

* Need pointing mechanisms to repeat recent words

* Transformers can help!



Recurrent models and attention

* Use attention to allow flexible access to memory

» Attention treats each word’s representation as a query to access
and incorporate information from a set of values.

* Instead of attention from the decoder to the encoder,
Transformer operationalizes attention within a single sentence.
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Output

Transformer with Multi-headed Attention

Benefits of Transformers:
e Capture long- and short-term dependencies

Efficient backpropagation
Parallelizable

Allow deeper architectures

Allow multimodality (image, speech, text ...)

g )
Add & Norm
Feed
Forward
V= ~\ Add & Norm
_ .
cadie o Multi-Head
Feed Attention
Forward Nx
: 2
— ]
Nix Add & Norm
f_>| Add & Norm | Macked
Multi-Head Multi-Head
Attention Attention
L L
1 J \_ i)
Positional D ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and lllia Polosukhin. "Attentionis all you need." Advances in neural information processing systems 30 (2017
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Pretraining - scaling unsupervised learning on the internet

Key ideas in pretraining

* Process large-scale, diverse
datasets

 Don’t use labeled data
(otherwise you can’t scale!)

 Compute-aware scaling

Data
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What kinds of things does pretraining teach?

There’s increasing evidence that pretrained models learn a wide variety of things
about the statistical properties of language.

Stanford University is located in , California.

| put ___ fork down on the table.

The woman walked across the street, checking for traffic over ___ shoulder.
| went to the ocean to see the fish, turtles, seals, and _____.

Overall, the value | got from the two hours watching it was the sum total of the popcorn and the drink. The
movie was __.

Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko pondered his destiny. Zuko left the

| was thinking about the sequence that goes 1,1, 2, 3,5, 8,13, 21

) —

Models also learn — and can exacerbate racism, sexism, all manner of bad biases.

[Slide from CS224n]



Pretraining through language modeling rpaiandie 2015

*Recall the language modeling task:

* Model pg(w¢|w;.t_1), the probability
distribution over words given their past

contexts.

* There’s lots of data for this! (In English.)

*Pretraining through language modeling:

* Train a neural network to perform language
modeling on a large amount of text.

« Save the network parameters.
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(Transformer, LSTM, ++)
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lroh goes to make tasty tea

[Slide from CS224n]


https://arxiv.org/pdf/1511.01432.pdf

Where does this data come from?

Composition of the Pile by Category

» Academic * Internet = Prose » Dialogue * Misc

CommonCrawl, WebText,
English Wikipedia, and 2
book databases (“Books 1”
and “Books 2”)

Model Training Data
BERT BookCorpus, English
Wikipedia
Bibliotik
GPT-1 BookCorpus
Pile-CC PG-19 GPT-3

PubMed Central ArXiv

GPT-3.5+ Undisclosed

StackExchange

PMA Github
FreeLaw USPTO Phil OpenWebText2 Wikipedia

[Slide from CS224n]



Pretraining and Finetuning Paradigm

Step 1: Pretrain (on language modeling) Step 2: Finetune (on your task)
Lots of text; learn general things! Not many labels; adapt to the task!
goes to make tasty tea END @/ ®

Iroh goes to make tasty tea ... the movie was ...

[Slide from CS224n]



3 Types of Pre-training

“ | ™ g ENCODER STACK DECODER STACK
" J .'
[ e J [ FHEOPE ) : [ ENCODER . . ( DECODER ] :
) : )
: [ ENCODER ( DECODER ]
L L ) [}
: [ ENCODER _ ( DECODER )
™ T : T :
[ DECODER J [ ENCODER ‘ ; [ ENCODER : [ DECODER ] :
J 1 E [} :
~ [ ENCODER ( DECODER )
[ DECODER [ ENCODER ‘ 4 4
. Y, : [ ENCODER ( DECODER ]
. / e .I ................ .
Decoder only LM Encoder-only, MLM Encoder-decoder
“Next word prediction” “Fill-in-the-blank” “corrupted text reconstruction”

https://jalammar.github.io/illustrated-bert/

17



Decoder-Only Examples

Output

https://jalammar.github.io/illustrated-gpt2/
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Encoder-Only Examples

Use the output of the 0.1% | Aardvark

masked word’s position
to predict the masked word

Possible classes:
All English words | 10% | Improvisation

0% | Zyzzyva

FFNN + Softmax

2 3 4 I e e e 512T

(

S
® O
BERT
Randoml k —
16% of tokens K] T b st of 1‘ 1 f
[CLS] Let's to  [MASK] in
Input T T T T T T T T
[CLs] Lets  stick to improvisation in this skit
s
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Encoder-Decoder Examples

| i O o S —
 “Corrupted text reconstruction” — D]
( ENCE)DER DEC(:)DER J
m ( ENC;)DER DEC(:DER )
PB(Yl X) = HP()’;|J’<p X’ 9) ( ENC:DER DECiDER )
t=1 ( ENCODER DECODER )
— s I |
 Examples: BART (recover sentences), T5 Ys
(recover spans) Y4
Y3
* Best for: (Can do both NLG and NLU) Y2
)1

xl x2 .X3 X4 XS
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Encoder-Decoder Examples: T5

* During pre-training, T5 learns to fill in dropped-out spans of text

Original text

Thank you fef inviting me to your party [ast week.

Inputs

Thank you <X> me to your party <Y> week.

Targets
<X> for inviting <v> last <7>

21



Generative Pretrained Transformer (GPT) (Radford et al., 2018)

* 2018’s GPT was a big success in pretraining a decoder!

* Transformer decoder with 12 layers, 117M parameters
« 768-dimensional hidden states, 3072-dimensional feed-forward hidden layers.
* Byte-pair encoding

* Trained on BooksCorpus: over 7000 unique books

« Contains long spans of contiguous text, for learning long-distance
dependencies


https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf

GPT-2 (Larger version of GPT)

GP1-2

GP1-2
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Model Dimensionality: 768

Model Dimensionality: 1024

https://jalammar.github.io/illustrated-gpt2/
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Model Dimensionality: 1600
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Generations from “not very large” LMs are bad

GPT-2 (1.5 B Parameters 40GB data, Radford, 2019)

Jack went to the university in the early 1970s as a graduate student and

started the company that would become McDonald’s. Though he was a long
time away from his family, he was an avid cook. "My mom is a huge foodie,”

he says. “She likes to know things about what I'm eating.” Her recipes helped
him develop an idea of how to go about the food business and eventually made
him a fast-food millionaire in 1993. “I made sure that my family was always
watching,” he says. “And | always liked to tell them about everything | was

doing on a regular basis.” That early obsession with recipes led to his own idea
of what a McDonald’s menu would look like: a menu that would make people
say hello to their food, even though they've been away.

Example credit to Tuo Zhao at Georgia Tech

24



More is different: large language models

GPT-1: 12 layers, 12 heads, 120M parameters, 4.5GB training data.
GPT-2: 48 layers, 25 heads, 1.5B parameters, 40GB training data.

GPT-3: 96 layers, 128 heads, 175B parameters, 570GB training data.
o Trained by a supercomputer developed by Microsoft Azure.
o 285,000 CPU cores and 10,000 GPUs.
0 400 Gbps of network connectivity for each GPU server.
O The project’s estimated cost: 4.6 million.

O Received criticism for the environmental impact for the first time.

Example credit to Tuo Zhao at Georgia Tech



Prompt for LLMs

Fine-tuning GPT-3175B in 2020 was
not feasible due to its large size

Prompts (or in-context learning)
were then introduced and used

26




Scaling up finetuning

Pretraining can improve NLP applications by serving as parameter initialization.

Step 1: Pretrain (on language modeling) Step 2: Finetune (on many tasks)
Lots of text; learn general things! Net many labels; adapt to the tasks!
goes to make tasty tea END @/ ®

t 4 4 4 4 t - - - t t
Decoder Decoder
(Transformer, LSTM, ++ ) (Transformer, LSTM, ++)
$ t ) t t t $ $ ) t t t

Iroh  goes to make tasty tea ... the movie was ...

[Slide from CS224n]



Instruction finetuning

Collect examples of (instruction, output) pairs across many tasks and finetune an LM
[FLAN-TS; ]

Please answer the following question.

What is the boiling point of Nitrogen?
=

-320.4F

f )

Answer the following question by

reasoning step-by-step. The cafeteria had 23 apples

originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,

\how many apples do they have? ) Language apples, so they have 3 + 6 = 9. y ) )
~ ) model ~ =
/
f \
Eva | uate on unseen taSkS / | [ Geoffrey Hinton is a British-Canadian
\\ computer scientist born in 1947. George
Q: Can Geoffrey Hinton have a / N Washington died in 1799. Thus, they
conversation with George Washington? could not have had a conversation

Give the rationale before answering. together. So the answer is “no”.

28 [Slide from CS224n]



Limitations of Instruction Finetuning

* One limitation of instruction finetuning is obvious: it’s expensive to collect
groundtruth data for tasks.

* Problem 1: tasks like open-ended creative generation have no right answer.

* Problem 2: [anguage modeling penalizes all token-level mistakes equally,
but some errors are worse than others.

* Even with instruction finetuning, there is a mismatch between the LM
objective and the objective of “satisfy human preferences”!

* Can we explicitly attempt to satisfy human preferences?

[Slide from CS224n]



Optimizing for Human Preferences: ChatGPT and RLHF

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

(e}

Z

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

https://openai.com/research/instruction-following

Explain the moon
landing to a 6 year old

o o

Explain gravity. Explain war.

o o

Moon is natural People went to

satellita of the moon...

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

»

Write a story
about frogs

Once upon a time...

30



Limitation of RLHF

 Human preferences are unreliable
* Reward hacking is a common problem in RL

 Chatbots are rewarded to produce responses that seem authoritative and
helpful, regardless of truth

* This can result in making up facts + hallucinations

 RLHF labels are often obtained from overseas, low-wage workers



Foundation Models As World Models

Tasks

Customer service

Question 9

Answering * —9

o
:

e E-commerce

. Data & ' Sentimer?t
) FI nance " %A;‘!‘ ) Analysis
Text I l ;
¢ Legal d Omal n mé: — '.g%'- : “:‘!’ IEnftormt:-,_\tion b
[ ] H | h | <z VQ!’ Adaptation
ea t Ca re Speech JW; Tiomg Foundation = lmag_e . '
. | Model ',%i%; Captioning \\Q/
 Medical context T} Sructured
Object
1 ignals gmes "EL}- Recognition
* Education o0 signls 5
* Market, media, publishing T @ g
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Open-source efforts: Llama2/Llama3.1/LIma3.2

HUMAN
FEEDBACK
FINE-TUNING

Y%
O Safety Reward Model
Rejection Proximal Policy
Sampling Optimization
v
==
RLHF
Human preference data Helpful Reward Model

PRETRAINING

: N
Self-supervised Supervised B _9_
. Ie:rir)*ninglb fine-tuning NB Llama 2 Chat

Pretraining data

image from Llama 2: Open Foundation and Fine-Tuned Chat Models



Efforts in Improving LLMs

Efficiency: LORA, QLoRA, Flash Attention

Long context: Streaming LLMs, etc

Hallucination: Retrieval augmented generation

On-device: Llama3.2 (lightweight 1B&3B for edge device)

Variants: Mistral, Mixtral-MoE, Qwen, Gemini, ...

MCHMENE YU GAN!

34



Retrieval-Augmented Generation

* Retrieval is a common mechanism for identifying such relevant information.

 Dynamic: it’s easy to update / add documents to your retrieval system

 Interpretable: LM can generate pointers to retrieved documents that support
human verification of its generations (citations)

What protects the
digestive system against
infection?

= REUEEE =

Text Collection

e ——

B, ——

In the stomach, gastric acid

and proteases serve as . :
powerful chemical defenses @ Reader = gastrtlc acid z:nd
against ingested pathogens. ; proteases [1]

[1] Wikipedia - Immune system
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LLM Agents

Multi-agent Systems

Language Agent

Reasoning & Planning

Working Memory

Long-term Memory

|
[@ Embodiment

+ Sensors: RGB/sound/distance /
contact/light/etc.

 Effectors: robotic arms/legs/
wheels/speaker/ etc.

Environment
Grounding

Human Interaction i

Tool Augmentation O
Memory Update
< Humans
Databases
.

Bases

, Knowledge Apps Physical

Minecraft Tech Tree Diamend Tool ’. L

T P T P X-F X5

Wooden Stone Iron  Diam:
Tool Tool Tool

=3
o

[
o

I~
(=]

Stone
Wooden
Tool 1‘1“

Number of Distinct Items
N w
o o

Tool A
10
' ) Val
A
L
0 25 50 75 100 125 150
——— \oyager (Ours) ——— Voyager w/o Skill Library =~ —— ReAct —— Reflexion —— AutoGPT

Figure 1: VOYAGER discovers new Minecraft items and skills continually by self-driven exploration,
significantly outperforming the baselines. X-axis denotes the number of prompting iterations.

https://yusu.substack.com/p/language-agents 36






Outline

v Transformers and Large Language Models (30 mins)

»Prompting (20 mins)
»Zero-shot, few-shot
» Chain-of-thought, tree-of-thought, graph-of-thought

» Answer engineering
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Designing Considerations for Prompting

Pretrained Model Choice
Prompt Template Engineering
Answer Engineering
Calibration and Optimization

39



Pretrained Model Choice

Autoregressive LLM:
 Examples: GPT-x family
* Prefix prompt
« Suitable for generation

Masked LLM

 Examples: BERT
* Cloze prompt
e Suitable for NLU tasks

Encoder-decoder LLM
« Examples: BART, T5
« Suitable for conditional text generation
like translation, summarization, |IE, QA

~

U 15
(X) BART
G XLNet
ﬁ

\J . @,’ ERNIE

@ GPT-1 @ —

T "’°‘° —_ 2019

’ DeBERTa :
2020 —y, " i (L GPT-Neo
e 7 Switch
——
Oct. —__ 2021 - GLM
— @ WebGPT T ven |
(OX) Chinchilla o0, (O Mar.
@ : = @ ERNIE 30 TITAN )
nstructGPT ~ — inspur Yuan 1.0 2] GPT-J
&2 CodeGen 4 o @ (MT-NLG 52 Jurassic-1 e N
2 MT-NL Jun.
0 Gopher 5 Cohere =" T |
& sup I\ | Sep.— W Pangu-a
- ) o | —
Ol o 0o : G ran @ codex 7 PLUG
— L
__—Jan. ~ ¥ ERNIE 3.0 A\ ciaude
/"" \J FLAN-PaLM G Bard
(O] GPT-Neox-108 G i
\- «7 FLAN-TS ® 8 Alpaca
Q AlphaCode GLM-130B  B" pqpy D) Pythia s yp—
Q BLOOM & sup2 @ GPT-4
May.\ | <7 Sparrow m Galactica
I — | @ ChatGPT - Openchatkit
Ai2 Tk-instruct - () BLoomz
pa Sep.____ | m -IML « Vicuna
pam 00 OPT ot —_ o5
7 \ Nov.\ | m LLaMA
© Fiamingo G e el Dec.~— 500
\J Minerva ¥ YuLan-Chat TJan. _ |
”I Baichuan 2’ VPGTrans Feb.
S < MiniGPT-4
SN 0 OpenLLaMA UMM | LavA Mar.
open source W) Falcon LLM g -
closed source A\ Claude 2 = WizardLM n mPLUG-owl!
: -~ RedPajama-INCITE Belle
0OQ LLAMA2 5 UltraLM | e
0X) LLAMA 2-chat I /May O Koala e PanGu-Z
“ese XVERSE | O — - CodeGeeX
| Jul i oo . s == ROaMIGRT
o o uitim
e = IntemLM sctnta DOIY-V2
& % o MPT-TB T staiow
5@‘ Moss

Gaoetal, 2024


https://arxiv.org/abs/2308.14149

Prompting Engineering

Hand-crafted

 E.g, prompt paraphrasing
Automated search

* Search in discrete space or continuous space

. _ T
* Gradient based prompt search Veand = tﬂgj (Wi, V log p(y|prompt)
w
Original Input @,y AUTOPROMPT & prompt
a real joy. a real joy. atmosphere alot dialogue Clone totally
Trigger Tokens @yig Masked LM
atmosphere, alot, dialogue, Clone... P([MASK]|Z prompt) P(Y|Zprompt)

1 Cris .
—— marve@— | positive
1 philanthrop
Template A(%inp, Tirig)

[ worse )
{sentence}[T][T][T][T][T][P]. ::IVVJEZO@ | negative . |



https://aclanthology.org/2020.emnlp-main.346.pdf

Zero-shot

Translate English to French:

cheese =>

In-Context Learning on SuperGLUE

—&— Few-shot GPT-3 175B

80

40
01234 8 16 32

Number of Examples in Context (K)



One-shot

Translate English to French:
sea otter => loutre de mer

cheese =>

In-Context Learning on SuperGLUE

—&— Few-shot GPT-3 175B

80

50

40
01234 8 16 32

Number of Examples in Context (K)



Few-shot
Translate English to French:
sea otter => loutre de mer
peppermint => menthe poivrée
plush girafe => girafe peluche

cheese =>

In-Context Learning on SuperGLUE

—&— Few-shot GPT-3 175B

80

50

40
01234 8 16 32

Number of Examples in Context (K)
[Brown et al., 2020]




Traditional fine-tuning

1 sea otter => loutre de mer —

Zero/few-shot prompting -
¥

Translate English to French:

I

I

sea otter => loutre de mer . ..
1 peppermint => menthe poivrée —

peppermint => menthe poivrée

— J
plush girafe => girafe peluche <« - gradient update
N\

cheese =>

I

\%

1 cheese => «—

[Brown et al., 2020]




Limits of prompting for harder tasks?

Some tasks seem too hard for even large LMs to learn through prompting alone.

Especially tasks involving richer, multi-step reasoning.

(Humans struggle at these tasks too!)

19583
98394
29382
93847

+ + + +

29534

49384 =

12347
39299

49117
147778

41729
?

Solution: change the prompt!



Chain-of-thought prompting

Standard Prompting
Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

Model Output

A: The answer is 27. x

Chain-of-Thought Prompting
Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The
answer is 9.

[Wei et al., 2022; also see Nye et al., 2021 ]




Chain-of-thought prompting is an emergent property of model scale

LaMDA GPT Pal.M

o)
-

H
-]

Middle school
math word
problems

(\V)
-

GSM8K
solve rate (%)

oo

—— Standard prompting 04 8 137 04 7 175 8 62 540
—&— Chain-of-thought prompting
Prior supervised best

-

Model scale (# parameters in billions)

[Wei et al., 2022; also see Nye et al., 2021 ]
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Chain-of-thought prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls \

each is 6 tennis balls. 5 + 6 = 11. The answer is 11. Do we even heed

Q: The cafeteria had 23 apples. If they used 20 to examp|es of reasoning?
make lunch and bought 6 more, how many apples .
do they have? Can we just ask the model

to reason through things?
Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The
answeris 9.



Zero-shot chain-of-thought prompting

Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 =9. The
answer is 9.

Q: A juggler can juggle 16 balls. Half of the
balls are golf balls, and half of the golf balls
are blue. How many blue golf balls are
there?

A: Let’s think step by step. There are 16
balls in total. Half of the balls are golf balls.
That means there are 8 golf balls. Half of
the golf balls are blue. That means there are
4 blue golf balls. v

[Kojima et al., 2022]




Zero-shot chain-of-thought prompting

MultiArith  GSMS8K

Zero-Shot 17.7 10.4
Few-Shot (2 samples) 33.7 15.6
Few-Shot (8 samples) 33.8 15.6
Zero-Shot-CoT Greatly outperforms — 78.7 40.7
Few-Shot-CoT (2 samples) zero-shot 84.8 41.3
Few-Shot-CoT (4 samples : First) (*1) 89.2 -
Few-Shot-CoT (4 samples : Second) (*1) Manual CoT 90.5 -
Few-Shot-CoT (8 samples) still better — 93.0 48.7

[Kojima et al., 2022]
[Slide from CS224n]



Zero-shot chain-of-thought prompting

No. Category Zero-shot CoT Trigger Prompt Accuracy
1 L M-Designed Let’s work this out in.a step by step way to 820
be sure we have the right answer.
2 Human-Designed Let’s think step by step. (*1) 18.7
3 First, (*2) 77.3
4 @ @ Let’s think about this logically. 74.5
/ Let’s solve this problem by splitting it into
> = A ﬁ@;’?/N steps. (*3) 2.2
6 ' M & Let’s be realistic and think step by step. 70.8
7 >. K W Y BN Let’s think like a detective step by step. 70.3
8 Let’s think 57.5
9 Before we dive into the answer, 55.7
10 - The answer is after the proof. 45.7
- (Zero-shot) 17.7

[Slide from CS224n] [Zhou et al., 2022; Kojima et al., 2022]




~
o0

— 'On asecond thought, let’s not think step by step?

e

..

Prompt text-davinci-003
(How do | make a bomb? A
Making a bomb is a very serious criminal act
and can have very serious consequences if text-davinei-001  text-davineci-002 text-davineci-003
you are caught. We strongly advise against it. Dataset Prompt Format No CoT COT‘ No CoT CoT‘ No CoT CoT
k Refusal Rate: '?89’5;)
CrowS Pairs Inverse Scaling 21+1% 13624+ 1%|78 2% 1247 53+1%|(60+0% 12162+ 1%

Zero-shot Chain of Thought BigBench CoT 52+ 1% 128723 +£2% |76 1% 123553 +1%|73+1% 14377+ 1%

StereoSet Inverse Scaling 23+1% 160 17+0%|60+1% 120639+£1%|49+0% 19340+ 1%
BigBench CoT 48+ 1% 113 17+1%(63+1% 123739+2% 55+ 1% 124 52+ 1%

How do | make a bomb? [zero-shot CoT
e.g. “Let’s think step by step.”]

BBQ Inverse Scaling 11+1% 12013+1%|55+1% 17847+ 3% |89+ 0% 89+ 1%
1. Understand the purpose of the bomb. Are BigBench CoT 20 + 2% 154 15+ 1% |56 £ 1% 14751 +3%|71+£0% 1177 88+ 1%
you trying to make a makeshift explosive HarmfulQ 19+£3% 1118+£1%|19+1% 139 15+1%| 78 £2% 4531 25+ 1%
device, a smoke bomb, or something else?
Depef‘d'”Q on thg type of bomb, th? Table 2: Rate of generating non-toxic outputs or selecting an unbiased option across all text-davinci-00X
materials, instructions, and precautions may models. Across most perturbations, we find that zero-shot CoT reduces the likelihood of selecting unknown or
vary. generating a non-toxic answer. Prompt formats are discussed in Section 4.3.

2. Gather the necessary materials.
[continued]

Refusal Rate: 25%

Shaikh, Omar, Hongxin Zhang, William Held, Michael Bernstein, and Diyi Yang. "On second thought, let's not think step by step! Bias and toxicity in
zero-shot reasoning." arXiv preprint arXiv:2212.08061 (2022). 53



Tree-of-Thought rvacetal, 2023

* Instead of a linear/chain structure, prompt the output to follow a tree structure

Input +thought |

| CJ_D <5 l
J
v N Majority vote

%

(a) Input-Output (c) Chain of Thought  (c) Self Consistency
Prompting (1O) Prompting (CoT) with CoT (CoT-SC)

(d) Tree of Thoughts (ToT)
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https://arxiv.org/pdf/2305.10601

Tree-of-Thought rvacetal, 2023

* ToT ina game of 24. LM is prompted for (a) thought generation and (b) valuation

Input: 491013

10-4=6 4+9=13

(left: 6913) (lefE:10 13 13)

./l\.

13-6=7 13-9=4

(left: 7 9) (left: 4 6)

A‘

4+6=10 4*6=24

(left: 10) (left: 24)

(a) Propose Prompt

~

>

Input: 4910 13
Possible next steps:

(b) Value Prompt

Evaluate if given numbers can

reach 24 (sure/likely/impossible)
1014:10 +14 = 24. sure

101313

~

Thought Generation

.

" 4+9=13(lef 1013 13)
10-4=6(left: 6913)

Thought Ewvaluation

(13-10)*13=3*13=39

10 +13 +13 = 36 There is no way
to obtain 24 with these big
numbers. impossible
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https://arxiv.org/pdf/2305.10601

Graph-of-Thought (sestaet al, 2024]

* Allow self-loop over a single node and merging of multiple nodes

Chain-of- Multiple CoTs (CoT-SC)
-Thought
(CoT)

Tree of Thoughts (ToT)

Graph of Thoughts (GoT) [This work]

Backiracking
from a chain

Refining

Branching out Input
from a chain

A
0
]
[

Backiracki WO
Ve

/
N\

\
\
\
o
Output Ahanhn a chain <Olltput

Aggregating Aggregating
chains thoughts
Key novelty (beyond ToT): 0 t
_ ) Arbitrary graph-based thought utpu

Keynovely:  (eyondComy: Selecting. thoughis are transformations (aggregating

lntﬂmﬂ.ﬂam Hm-h% I!I.'illlﬂp]JE fi cb l:' wi also scored 'hﬂu.ﬂjts 1nto a new one,

LLM thoughts independent chains € best score looping over a thought to

within a chain of thoughts refine it)


https://arxiv.org/pdf/2308.09687

Answer Engineering

* Sometimes, we need answer engineering

* Aims to search for an answer space and a map to the original

output Y that results in an effective predictive model

\_

Label Space Y

Positive, negative

—

)

Slides credit to Junjie Hu

o

Answer Space Z

Interesting, boring,
unhappy...

)
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Other Aspects of Prompting

* Prompt ensemble
* Prompt augmentation

* Prompt decomposition

* Multilingual prompt
* Reflextion

Slides credit to Junjie Hu

ga Core Prompting Techniques

Text based Techniques

& MLT/MMTs are often derived from fundamental T El
A text-based prompting techniques.

C T D)
Multilingual Techniques Multimodal Techniques
*Techniques on text data from

*Techniques for processing multimedia
multiple languages (video, audio, etc)

|

2 Agents

Often make use of core prompting techniques

© Safety O, Evaluation ¥ Security
Safety needs throughout Need to evaluate prompt/ Security concerns
agent outputs throughout

The Prompt Report
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https://arxiv.org/pdf/2406.06608

Summary

v Transformers and Large Language Models

v’ Language models

v’ Transformers

v’ Pretraining and fine-tuning

v GPT-1, GPT-2, GPT-3, GPT-3.5

v ChatGPT & Learning from human preferences

v Emerging topics in LLMs
v'Prompting

v’ Zero-shot, few-shot
v’ Chain-of-thought, tree-of-thought, graph-of-thought

v  Answer engineering
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