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Announcements

• Sign up for Questions ☺
• https://shorturl.at/Wj9Ok

• Clarification on Class-level Report 
• Different subtopics to sign up 

• E.g., pre/post/mid training for HCLLMs, alignment, preference tuning, human-AI 
interaction, evaluation, data, fairness, explainability, culture meets LLM, values in 
LLM, jailbreaking, impact on labor market 

• Update timeline for Homework and Project
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https://shorturl.at/Wj9Ok


Learning Objective: understand different prompting strategies; learn how to use, 
optimize, and reflect on their effectiveness and sensitivities 

Outline

• Transformers and Large Language Models (30 mins)

• Prompting (20 mins)

• Optimization and Calibration (20 mins)
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Outline

➢Transformers and Large Language Models (30 mins)

➢Language models

➢Transformers 

➢Pretraining and fine-tuning

➢GPT-1, GPT-2, GPT-3, GPT-3.5

➢ChatGPT & Learning from human preferences

➢Emerging topics in LLMs
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Language Modeling
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• Input: sequence of words

• Output: probability of the next word 



Language Modeling via Recurrent Neural Network
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Language Modeling Evaluation
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• Accuracy doesn’t make sense

• Predicting the next word is generally impossible so accuracy 
would be very low

• Evaluate LMs on the likelihood of held-out data

• Perplexity: lower is better



ELMO
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Limitations of RNN LMs

• They can’t remember earlier words and can’t go back and forth

• Need pointing mechanisms to repeat recent words

• Transformers can help!
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Recurrent models and attention
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• Use attention to allow flexible access to memory

• Attention treats each word’s representation as a query to access 
and incorporate information from a set of values.

• Instead of attention from the decoder to the encoder, 
Transformer operationalizes attention within a single sentence.



Transformer with Multi-headed Attention

Benefits of Transformers:

• Capture long- and short-term dependencies

• Efficient backpropagation

• Parallelizable

• Allow deeper architectures

• Allow multimodality (image, speech, text …)
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Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz Kaiser, and Illia Polosukhin. "Attention is all you need." Advances in neural information processing systems 30 (2017



Pretraining – scaling unsupervised learning on the internet

Key ideas in pretraining
• Process large-scale, diverse 

datasets
• Don’t use labeled data 

(otherwise you can’t scale!)
• Compute-aware scaling 



What kinds of things does pretraining teach?

There’s increasing evidence that pretrained models learn a wide variety of things 
about the statistical properties of language. 

Stanford University is located in __________, California.  [Trivia]

I put ___ fork down on the table. [syntax]

The woman walked across the street, checking for traffic over ___ shoulder.  [coreference]

I went to the ocean to see the fish, turtles, seals, and _____.  [lexical semantics/topic]

Overall, the value I got from the two hours watching it was the sum total of the popcorn and the drink. The 
movie was ___. [sentiment]

Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko pondered his destiny. Zuko left the 
______. [some reasoning – this is harder]

I was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21, ____  [some basic arithmetic; they don’t 
learn the Fibonnaci sequence]

Models also learn – and can exacerbate racism, sexism, all manner of bad biases.

[Slide from CS224n]



Pretraining through language modeling [Dai and Le, 2015]

•Recall the language modeling task:

• Model 𝑝𝜃 𝑤𝑡 𝑤1:𝑡−1), the probability 
distribution over words given their past 
contexts.

• There’s lots of data for this! (In English.)

•Pretraining through language modeling:

• Train a neural network to perform language 
modeling on a large amount of text.

• Save the network parameters.
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Decoder
(Transformer, LSTM, ++ )

Iroh goes to make tasty tea

goes to make tasty tea END

[Slide from CS224n]

https://arxiv.org/pdf/1511.01432.pdf


Where does this data come from?

Model Training Data

BERT BookCorpus, English 
Wikipedia

GPT-1 BookCorpus

GPT-3 CommonCrawl, WebText, 
English Wikipedia, and 2 
book databases (“Books 1” 
and “Books 2”)

GPT-3.5+ Undisclosed

[Slide from CS224n]



Pretraining and Finetuning Paradigm

[Slide from CS224n]



3 Types of Pre-training
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https://jalammar.github.io/illustrated-bert/



Decoder-Only Examples
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https://jalammar.github.io/illustrated-gpt2/



Encoder-Only Examples
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Encoder-Decoder Examples 
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• “Corrupted text reconstruction”

• Examples: BART (recover sentences), T5 
(recover spans)

• Best for: (Can do both NLG and NLU)
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• During pre-training, T5 learns to fill in dropped-out spans of text

Encoder-Decoder Examples: T5



Generative Pretrained Transformer (GPT) (Radford et al., 2018) 

• 2018’s GPT was a big success in pretraining a decoder!

• Transformer decoder with 12 layers, 117M parameters
• 768-dimensional hidden states, 3072-dimensional feed-forward hidden layers.

• Byte-pair encoding 

• Trained on BooksCorpus: over 7000 unique books
• Contains long spans of contiguous text, for learning long-distance 

dependencies 
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https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf


3 Types of Pre-training

23
https://jalammar.github.io/illustrated-gpt2/

GPT-2 (Larger version of GPT)



Generations from “not very large” LMs are bad
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Example credit to Tuo Zhao at Georgia Tech



More is different: large language models 

25
Example credit to Tuo Zhao at Georgia Tech



Prompt for LLMs
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Fine-tuning GPT-3 175B in 2020 was 
not feasible due to its large size

Prompts (or in-context learning) 
were then introduced and used



Scaling up finetuning
Pretraining can improve NLP applications by serving as parameter initialization.
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Decoder
(Transformer, LSTM, ++ )

Iroh goes to make tasty tea

goes to make tasty tea END

Step 1: Pretrain (on language modeling)

Lots of text; learn general things!

Decoder
(Transformer, LSTM, ++ )

☺/

Step 2: Finetune (on many tasks)

Not many labels; adapt to the tasks!

… the movie was … 

[Slide from CS224n]



Instruction finetuning
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Collect examples of (instruction, output) pairs across many tasks and finetune an LM
[FLAN-T5; Chung et al., 2022]

Evaluate on unseen tasks

[Slide from CS224n]



Limitations of Instruction Finetuning

• One limitation of instruction finetuning is obvious: it’s expensive to collect 
groundtruth data for tasks.

• Problem 1: tasks like open-ended creative generation have no right answer.

• Problem 2: language modeling penalizes all token-level mistakes equally, 
but some errors are worse than others.

• Even with instruction finetuning, there is a mismatch between the LM 
objective and the objective of “satisfy human preferences”!

• Can we explicitly attempt to satisfy human preferences?

[Slide from CS224n]



Optimizing for Human Preferences: ChatGPT and RLHF

30https://openai.com/research/instruction-following



Limitation of RLHF

• Human preferences are unreliable

• Reward hacking is a common problem in RL

• Chatbots are rewarded to produce responses that seem authoritative and 
helpful, regardless of truth

• This can result in making up facts + hallucinations

• RLHF labels are often obtained from overseas, low-wage workers
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Foundation Models As World Models

• Customer service

• E-commerce 

• Finance

• Legal domain

• Healthcare 

• Medical context

• Education 

• Market, media, publishing (Bommasani, et al., 2021)



Open-source efforts: Llama2/Llama3.1/Llma3.2

33image from Llama 2: Open Foundation and Fine-Tuned Chat Models



Efforts in Improving LLMs

• Variants: Mistral, Mixtral-MoE, Qwen, Gemini, …

• Efficiency: LoRA, QLoRA, Flash Attention

• Long context: Streaming LLMs, etc

• Hallucination: Retrieval augmented generation

• On-device: Llama3.2 (lightweight 1B&3B for edge device)
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Retrieval-Augmented Generation

• Retrieval is a common mechanism for identifying such relevant information.

• Dynamic: it’s easy to update / add documents to your retrieval system

• Interpretable: LM can generate pointers to retrieved documents that support 
human verification of its generations (citations)
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36https://yusu.substack.com/p/language-agents

LLM Agents
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Outline

✓Transformers and Large Language Models (30 mins)

➢Prompting (20 mins)

➢Zero-shot, few-shot

➢Chain-of-thought, tree-of-thought, graph-of-thought

➢Answer engineering 
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Designing Considerations for Prompting

 Pretrained Model Choice

 Prompt Template Engineering

 Answer Engineering

 Calibration and Optimization
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Pretrained Model Choice

Autoregressive LLM:
• Examples: GPT-x family
• Prefix prompt
• Suitable for generation

Masked LLM
• Examples: BERT
• Cloze prompt
• Suitable for NLU tasks

Encoder-decoder LLM
• Examples: BART, T5
• Suitable for conditional text generation 

like translation, summarization, IE, QA
Gao et al., 2024

https://arxiv.org/abs/2308.14149


Prompting Engineering

Hand-crafted
• E.g., prompt paraphrasing

Automated search
• Search in discrete space or continuous space
• Gradient based prompt search

Shin et al., 2020

https://aclanthology.org/2020.emnlp-main.346.pdf


Zero-shot



One-shot



Few-shot

[Brown et al., 2020]



Traditional fine-tuning

Zero/few-shot prompting

[Brown et al., 2020]



Limits of prompting for harder tasks?

Some tasks seem too hard for even large LMs to learn through prompting alone.

Especially tasks involving richer, multi-step reasoning.

(Humans struggle at these tasks too!)

       Solution: change the prompt!

19583 + 29534 = 49117

98394 + 49384 = 147778

29382 + 12347 = 41729

93847 + 39299 = ?



Chain-of-thought prompting

[Wei et al., 2022; also see Nye et al., 2021]



Chain-of-thought prompting is an emergent property of model scale
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Middle school 
math word 
problems

[Wei et al., 2022; also see Nye et al., 2021]



Chain-of-thought prompting

Do we even need
examples of reasoning?

Can we just ask the model
to reason through things?



There are 16 
balls in total. Half of the balls are golf balls. 
That means there are 8 golf balls. Half of 
the golf balls are blue. That means there are 
4 blue golf balls. 

A: Let’s think step by step. 

Zero-shot chain-of-thought prompting

Q: A juggler can juggle 16 balls. Half of the 
balls are golf balls, and half of the golf balls 
are blue. How many blue golf balls are 
there?

[Kojima et al., 2022]



Zero-shot chain-of-thought prompting

[Kojima et al., 2022]

Manual CoT 
still better

Greatly outperforms 
zero-shot

[Slide from CS224n]



[Zhou et al., 2022; Kojima et al., 2022]

LM-Designed

Zero-shot chain-of-thought prompting

[Slide from CS224n]



On a second thought, let’s not think step by step?

53

Shaikh, Omar, Hongxin Zhang, William Held, Michael Bernstein, and Diyi Yang. "On second thought, let's not think step by step! Bias and toxicity in  
zero-shot reasoning." arXiv preprint arXiv:2212.08061 (2022).



Tree-of-Thought [Yao et al., 2023]

• Instead of a linear/chain structure, prompt the output to follow a tree structure
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https://arxiv.org/pdf/2305.10601


Tree-of-Thought [Yao et al., 2023]

• ToT in a game of 24. LM is prompted for (a) thought generation and (b) valuation
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https://arxiv.org/pdf/2305.10601


Graph-of-Thought [Besta et al., 2024]

• Allow self-loop over a single node and merging of multiple nodes

https://arxiv.org/pdf/2308.09687


Answer Engineering

• Sometimes, we need answer engineering

• Aims to search for an answer space and a map to the original 
output Y that results in an effective predictive model 
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Label Space Y

Positive, negative

Answer Space Z

Interesting, boring, 

unhappy…

Slides credit to Junjie Hu



Other Aspects of Prompting

• Prompt ensemble

• Prompt augmentation

• Prompt decomposition

• Multilingual prompt

• Reflextion

• …

59
The Prompt ReportSlides credit to Junjie Hu

https://arxiv.org/pdf/2406.06608


Summary

✓Transformers and Large Language Models 

✓Language models

✓Transformers 

✓Pretraining and fine-tuning

✓GPT-1, GPT-2, GPT-3, GPT-3.5

✓ChatGPT & Learning from human preferences

✓Emerging topics in LLMs

✓Prompting

✓Zero-shot, few-shot

✓Chain-of-thought, tree-of-thought, graph-of-thought

✓Answer engineering 
60
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