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Homework 1

• Deadline: Oct 16th EOD (23:59 PT). Upload through Canvas.

• Goal: learn about pre-training and fine-tuning; annotate your own preferences; and then 
personalize LLM to your own preference data!

• Important: Take annotation seriously! The default course project will use everyone’s 
preference data.
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Learning from Human Feedback 
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✓ Different type of human feedback

✓ Learning from human feedback

✓ Dataset updates (weak supervision, data augmentation)

✓ Loss function updates (unlikelihood learning)

✓ Parameter space updates (parameter efficient fine-tuning, model editing)

✓ RLHF

❑ DPO

❑ Limitations of human feedback 



Recap the RLHF Objective

𝑥: input

𝑦: model output (response)

𝜋𝜃(𝑥): policy we’re optimizing

𝑹(𝑥, 𝑦): reward function based on human feedback

𝛽: KL divergence regularization weight
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𝐽(𝜋𝜃) = 𝔼𝑦∼𝜋𝜃(𝑥) 𝑅 𝑥, 𝑦  −𝛽𝐷𝐾𝐿(𝜋𝜃 𝑥 ∥ 𝜋𝑟𝑒𝑓 𝑥 )



Optimal Policy Under RLHF
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Normalized Policy

Optimal Policy: closed-form solution from prior work

𝜋𝜃
∗ 𝑦 𝑥 ∝ 𝜋𝑟𝑒𝑓 𝑦 𝑥 exp(

𝑅 𝑥, 𝑦

𝛽
)

𝜋𝜃
∗ 𝑦 𝑥 =

𝜋𝑟𝑒𝑓 𝑦 𝑥 exp(
𝑅 𝑥, 𝑦

𝛽
)

𝑍(𝑥)
𝑍(𝑥) = 

𝑦′

𝜋𝑟𝑒𝑓 𝑦′ 𝑥 exp(
𝑅 𝑥, 𝑦′

𝛽
)

Log transformation: 𝑅 𝑥, 𝑦 = 𝛽 (log 𝜋𝜃
∗ 𝑦 𝑥 − log 𝜋𝑟𝑒𝑓 𝑦 𝑥 ) + 𝛽 log 𝑍(𝑥)

[Rafailov+ 2023]



Putting it Together with DPO

Derived DPO reward model:

𝐿𝑅 𝑟, 𝐷 = −𝔼 𝑥,𝑦𝑤,𝑦𝑙 ~𝐷 log 𝜎(𝑅 𝑥, 𝑦𝑤 − 𝑅(𝑥, 𝑦𝑙))

The Bradley-Terry model of human preferences

𝐿𝐷𝑃𝑂 𝜋𝜃, 𝜋𝑟𝑒𝑓 = −𝔼 𝑥,𝑦𝑤,𝑦𝑙 ~𝐷 log 𝜎(𝛽log
𝜋𝜃(𝑦𝑤|𝑥)

𝜋𝑟𝑒𝑓(𝑦𝑤|𝑥)
− 𝛽log

𝜋𝜃(𝑦𝑙|𝑥)

𝜋𝑟𝑒𝑓(𝑦𝑙|𝑥)
)

Final loss function for DPO:

Log Z term cancels as 
the loss only measures 
differences in rewards

Reward for 
winning sample

Reward for 
losing sample

𝑅 𝑥, y = 𝛽(log 𝜋𝜃
∗ 𝑦 𝑥 − log 𝜋𝑟𝑒𝑓 𝑦 𝑥 ) +  𝛽log 𝑍(𝒙)

[Rafailov+ 2023]



DPO Outperforms and Works Well at Scale
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Learning from Human Feedback 
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✓ Different type of human feedback

✓ Learning from human feedback

✓ Dataset updates (weak supervision, data augmentation)

✓ Loss function updates (unlikelihood learning)

✓ Parameter space updates (parameter efficient fine-tuning, model editing)

✓ RLHF

✓ DPO

❑ Limitations of human feedback 



Limitations of Human Feedback
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● Human preferences can be unreliable

● Reward hacking is a common problem in RL



Limitations of Human Feedback
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● Human preferences can be unreliable

● Reward hacking is a common problem in RL

● Chatbots may be rewarded to produce responses that seem 
authoritative, long, and helpful, regardless of truth

● Who are providing these feedbacks to LLMs

● Whose values get aligned or represented



Reflection on RLHF

RLHF is still expensive as it relies on data

RL from AI feedback [Bai et al., 2022]

Finetuning LMs on their own outputs [Huang et al., 2022; Zelikman et al., 2022]

However, there are still many limitations of large LMs (size, 
hallucination) that may not be solvable with RLHF!
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Scaling RL from Human Feedback with AI Feedback

15
Lee, Harrison, Samrat Phatale, Hassan Mansoor, Kellie Lu, Thomas Mesnard, Colton Bishop, Victor Carbune, and Abhinav Rastogi. "Rlaif: Scaling 
reinforcement learning from human feedback with ai feedback." arXiv preprint arXiv:2309.00267 (2023).



Scaling RL from Human Feedback with AI Feedback
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Outline

➢Constitutional AI and Collective CAI

➢Constitutional AI

➢Collective Constitutional AI

➢Alignment with both Local and Global Preferences
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Constitutional AI: Harmlessness from AI Feedback

18
Bai, Yuntao, Saurav Kadavath, Sandipan Kundu, Amanda Askell, Jackson Kernion, Andy Jones, Anna Chen et al. "Constitutional ai: Harmlessness from ai feedback." arXiv preprint arXiv:2212.08073 (2022).



Constitutional AI: Self-Critique 

Example prompt and model response (harmful):

Request the model to critique its own response: 
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Constitutional AI: Revision 

Request the model to revise its own response

Use the initial prompt and revised response for final output 
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Constitutional AI: Overall Critique-Revision Pipeline 

Example prompt and model response (harmful):

Use the initial prompt and revised response for final output
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Constitutional AI: Example Constitutional Principles

Identify specific ways in which the assistant’s response is 

harmful, unethical, racist, sexist, toxic, dangerous, or illegal

insensitive, sexist, racist, or socially inappropriate

anything that may be inappropriate for young children

eliciting responses from the assistant that are derogatory, toxic, racist, sexist or socially harmful in 

any way

encouraging illegal or dangerous activity from either the human or others

considered controversial or objectionable based on commonsense ethical and moral standards

provides advice or assistance in potentially criminal activities, such as violence, theft, hacking, 

robbery, or any other illegal activity
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Constitutional AI: Harmlessness from AI Feedback
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Collective Constitutional AI 

24Huang, Saffron, Divya Siddarth, Liane Lovitt, Thomas I. Liao, Esin Durmus, Alex Tamkin, and Deep Ganguli. "Collective Constitutional AI: Aligning a Language Model with Public Input." In The 2024 ACM Conference on Fairness, Accountability, and Transparency. 2024.

https://arxiv.org/abs/2406.07814
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https://www.anthropic.com/news/collective-constitutional-ai-aligning-a-language-model-with-public-input



26

Collective CAI: Lower Biases, Similar Capabilities 

https://www.anthropic.com/news/collective-constitutional-ai-aligning-a-language-model-with-public-input



Aligning Global and Local Preferences to Reduce Harm
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● Alignment to what?

● “Addressing and optimizing for a 

non-homogeneous set of 

languages and cultural 

preferences while minimizing 

both global and local harms”



Outline

✓Constitutional AI and Collective CAI

✓Constitutional AI

✓Collective Constitutional AI

✓Alignment with both Local and Global Preferences

➢Pluralistic Alignment
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The Introduction of Pluralism

36

“LLMs should be designed to serve for all”

Customization necessitates pluralism 

Pluralistic systems have technical benefits

Pluralism as a value itself

AI systems should reflect human diversity 

Sorensen, Taylor, Jared Moore, Jillian Fisher, Mitchell L. Gordon, Niloofar Mireshghallah, Christopher Michael Rytting, Andre Ye et al.  "Position: A Roadmap to Pluralistic Alignment.” ICML 2024



Pluralistic Alignment

3 ways to operationalize pluralism 

● Overton pluralistic models that represent a 

spectrum of reasonable responses

● Steerable pluralistic models that can steer 

to reflect certain perspectives

● Distributionally pluralistic models that are 

well-calibrated to a given population 

Sorensen, Taylor, Jared Moore, Jillian Fisher, Mitchell L. Gordon, Niloofar Mireshghallah, Christopher Michael Rytting, Andre Ye et al.  "Position: A Roadmap to Pluralistic Alignment.” ICML 2024



Are there any other ways 
to think about Pluralistic 

Alignment?



Three kinds of pluralistic benchmarks: Multi-Objective
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Three kinds of pluralistic benchmarks: Tradeoff steerable
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Three kinds of pluralistic benchmarks: Jury Pluralistic
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Current alignment reduces distributional pluralism 
w.r.t. the population of internet users.

42

Jensen-Shannon distance (similarity) between human and model distributions on GlobalQA (target 
human distributions of Japan, US, and Germany) and MPI. 



Outline

✓Constitutional AI and Collective CAI

✓Constitutional AI

✓Collective Constitutional AI

✓Alignment with both Local and Global Preferences

✓Pluralistic Alignment
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