ABSTRACT

The convergence of digital photography and wireless internet access onto a mobile device has led to a growing number of applications for visual code markers. A need exists for a simple, accurate and robust algorithm to detect and decode these visual code markers taken with a cell-phone camera.

2. PRE-PROCESSING

The algorithm converts the rgb input image to grayscale using the Matlab function rgb2gray(). This reduces the number of pixels by a factor of 3 and thus makes the program run faster. Image enhancement techniques such as noise removal with wiener filters, contrast enhancement by stretching the dynamic range of the grayscale and Laplacian edge enhancement were tried. These tend to improve the visual appearance of the image but none of them actually improved the score from the evaluate() function. Some of them, like contrast enhancement, actually reduces the score. They are fairly costly operations so it’s best to simply work with the grayscale version of the original input image.

To isolate the black from the white areas in the image, this algorithm calls the function imextendedmin(), which finds the regional minima. Depending on the threshold chosen as the parameter, the effect of this function is similar to a conversion to binary image, followed by an erosion of the black portions, followed by a not operation. An example is shown below. Note the 2 code markers in the image and the three corner elements in each marker.

For a particular image, the performance of the algorithm is determined by a score computed using this formula:

\[
\text{Score} = \frac{\text{no. of correctly matched elements}}{2} - 83 \times (\text{no. of repeats + no. of false positives})
\]

Repeat occurs when another detected code marker is closer to the true code marker location. False positive occurs when a detected code marker is too far from any true marker location. Negative scores will be counted as zero. Maximum run-time is 1 minute on a designated machine.
3. FINDING CODE MARKER LOCATIONS

The algorithm relies on the fact that there are 3 fixed corner elements in each visual code marker for detection purposes. The three corner elements form a right triangle. Let’s call the element at the right angle the apex element and the other 2 elements the side elements.

Interesting points in an image show up as small regions, which can be found using the built-in function `bwlabel()`. Their properties can be found by using the function `regionprops()`. The relevant properties are `area`, `centroid`, `major axis length`, and `minor axis length`. The `area` of an interesting point tends to be small so there is a maximum limit of 150 pixels. There is a minimum limit of 5 to remove noise specs from consideration.

Every point in the image is considered as a potential apex element and the algorithm searches for 2 side elements to pair up with a particular apex element. One apex element can have zero to multiple 2-element pairs and itself can be considered a side element for some other potential apex element. The search ultimately returns sets of 3-point groups that are potential candidates for corner elements in a visual code marker. A 3-point group is considered a candidate if certain requirements are met. First, the angle formed by the 2 side elements with the apex element must be around 90 degrees, with a possible variance of $\pm 30^\circ$. This variance is taking into account the shear to the square marker when the image is taken at some angle. Second, the Euclidean distance from the apex element to the side element must fall in the range from 40 to 200. Third, the Euclidean distance from the one side element to the apex cannot be more than twice as long (or less than $\frac{1}{2}$ as long) as the distance from the other side element to the apex. Another word, an elongated rectangle cannot be a code marker. Finally, there are 2 possible permutations of the same 3-point group and thus the duplicate has to be removed. For example group [S1 Apex S2] is the same as group [S2 Apex S1].

The values of these parameters are found from experiments with the training images with the expectation that the testing images are similar in characteristics. The limits in the parameters do affect the robustness of the algorithm. However, with up to hundreds of interesting points to analyze, each point paired up with every other points, the number of 3-point groups to process must be reduced in consideration of the maximum run-time requirement.

4. EXTRACTING THE CODE MARKER

The `centroid` locations provide coordinates for the 3 points that are candidates for the 3 corner elements in a marker. If a candidate is confirmed as a code marker, the centroid location of the apex is returned as the location of the marker. The fourth point can be interpolated from simple geometry. The extraction coordinates are actually enlarged by 5 pixels in the x & y directions of each corner in order to capture the whole marker (see illustration). Note that the marker is extracted from the original full gray scale image, not the minimum extended image.

Because the image can be taken at an angle with the marker, a square marker can shear into a parallelogram. This is corrected by performing an affine transformation. Two functions in Matlab, `cp2tform()` and `imtransform()`, are used to implement this correction (see A1). The marker in the transformed image should be approximately square with horizontally and vertically aligned sides. It also resides in the middle of the transformed image and therefore can be extracted by an area of tighter fit. The orientation of the code marker can be found based on the location of the apex element (nw, ne, sw, se) relative to the side elements. Depending on the apex location, the extracted code marker can be re-oriented using some combination of horizontal flip, vertical flip, or matrix transpose. For example, if the apex is located on the north east corner, then the algorithm performs a horizontal flip on the extracted image followed by a matrix transpose operation. Section A2 contains images illustrating the process of image extraction and transformation.

5. DECODE THE DATA

By now, the algorithm possesses a grayscale image of the candidate for a visual code marker. It then attempts to decode the data and come up with an $11 \times 11$ matrix of logical values. The grayscale image is converted to binary. The threshold is taken from the `graythresh()` function, which uses Otsu’s method [1] of threshold setting. The binary image is resized to dimensions of $(11k \times 11k)$, where $k$ is an integer chosen such that $11k$ is the closest value to the maximum original dimension. From here, the resized image can be divided up evenly into 121 squares each of size $(k \times k)$. Each small square
represents an element in the code marker. The value for the element is determined by the majority pixels value in the square. If more than ½ the pixels are 1’s than the value of the element is set to 1. Else the value of the element is set to 0.

At this point the algorithm returns an 11x11 matrix of binary values. Because of the large variance allowed for the parameters described in section 3, a lot of the candidates are false positives. Many are simply disparate points forming an angle from 60 to 120 degrees. This is where the fixed guide bars are used to help determine whether or not a candidate is a true code marker. The last 2 columns of the matrix must contain a predetermined pattern of bits. This is true for the last 2 rows are well (except for 6 elements). Therefore, a false positive will deviate from the pattern and thus detected and discarded. It is, however, still possible to deviate from the pattern even for a correct hit. This stems mostly from possible mis-interpolated 4\textsuperscript{th} coordinates that led to parts of the south east corner missing and throws off estimate of the element values. It can also stem from miss alignment, where the guide bars are not vertically and horizontally aligned as they should. For these reasons, the algorithm allows for 6 deviations from the fixed pattern. Another word, if less than six elements are different from the pattern, than the candidate is considered a true code marker and the data is considered valid. Again, this parameter is chosen from experimentation with the training images.

6. RESULTS

Based on testing with the training images:

\begin{align*}
\text{score\_total} &= 1890 \ (\text{max: 1909}) \\
\text{execution\_time\_total} &= 53.6170 \\
\text{num\_correct\_bits} &= 83\ 166\ 247\ 82\ 242\ 80\ 165\ 83\ 247\ 248\ 83\ 164 \\
\text{num\_false\_alarms} &= 0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 0 \\
\text{num\_repeats} &= 1.3620\ 0.8610\ 9.6340\ 0.6410\ 7.6010\ 1.1110\ 1.2120\ 0.7410\ 11.3270\ 14.6310\ 0.5910\ 3.9050
\end{align*}
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8. APPENDIX

A1. The function \texttt{cp2tform()} in Matlab infers a spatial transformation structure from pairs of control points. The 4 original centroid locations were used as input points and 4 interpolated points in a rectangle fitting the adjusted marker were used as base points.

With the transformation structure, the function \texttt{imtransform()} implements the transformation. Bicubic interpolation is chosen as the interpolation method.

A2.

Figure 1: Extracted marker from grayscale image

Figure 2: Extracted marker after affine transformation

Figure 3: Cropped marker image

Figure 4: Image use to detect bits