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Goal 
Current make-up applications rely on using photoshop tools to apply makeup on the target's digital 

faces and generate results. While these applications allow customization, a customer who wants to 

quickly decide on the type of makeup kit to buy at a store will not find it useful. The customer might just 

want to find out how the make-up look on the cover or billboard will look like on her face. The goal of 

this project is to use an existing reference image of another subject with a make-up applied, and 

transfer the reference's make up on the target's face. The application can be further extended to photo 

retouching and illumination transfer from the reference image to the target.  

Methodology 
In order to transfer the make-up from the reference onto target in a pixel by pixel basis, the areas of 

interest must align. Face features such as eyes, nose, mouth and contours of the face, will be recognized 

using Active Shape Model (ASM) [1]. The features will then be aligned using Thin Plate Spline warping as 

proposed in [5]. Once the images are aligned, they will decomposed into lightness layer and color layer 

in CIELab color space by using weighted least square (WLS) filter[2]. The lightness layer will be further 

decomposed into large scale layer which include the largest changes in highlights due to make up and 

small scale layer which is not part of applied makeup areas. The transfer method of make up in the large 

scale layer will be transferred using gradient based methods [3]. Small scale layer of the target can be 

simply added in the final result. Finally, the color layer can be transferred through alpha blending.  

 

It will be assumed that both the reference and the target have similar type of lighting conditions. This 

ensures that all the highlights are due to make up. Both images will face straight and upright with eyes 

open and mouths closed so that algorithms on Active Shape Model can be used successfully.  
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