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Proposal:

Figure 1. (Leon Gatys)

Description:
It has been shown that a convolutional neural net algorithm can distinguish between the content

of a piece of art and the style that it was painted in ([1] Leon Gatys). For our final project, we
would like to explore this idea in the context of image processing. Specifically, we want to create
an image filter that transfers the style of one painting to the content of another image. A clear
motivation for finding a solution is for applications that handle many images at a time or for
applications that cannot tolerate the training/learning time overhead that comes with the CNN
([2] Michael Elad).
Proposed Methods:

0. Define style transfer from style of image 2 to content of image 1

1. Extract the “content” from image 1

a. This may be achieved by feature detection (edges, corners, lines, circles, uniform
areas, etc)
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b. Rank which features are more important to the scene overall - some metrics that
may be considered are nominal size of the feature, centricity, brightness, color,
contrast, etc

2. Extract the “content” from image 2
3. Extract the “style” from image 2

a. This may be accomplished by segmenting the image and trying to find key
similarities between different patches i.e. themes throughout the image

b. Map styles to features

4. Find sufficiently matched areas of “content” between image 1 and 2 and apply the
appropriate “style” that fits the content given : its ranked importance in the scene, how
similar it is to the “content” of image 2,

5. Fill in empty spaces and stitch / blend the various areas of the image

Overview of style-transfer algorithm from [2]:

Objective: Create the style-transfer image, X.
Input: Use the [ollowing ingredients and parameters:
o (! and § - Content and Style images

& W - Content sepmentation map

& Ligar - Number of resolution layers
® 7y, N, s Tty - paakeh sizes
o di,dy, ... dy - ) subsampling gaps

& [prs - number of IRLS iterations (chosen as 101)
® [uq - number of update iterations per patch-size
e 7 - robust statistics value Lo wse,

Initialization:
o Apply color transfer from § to ¢
# Build the Ganssian pyramids of 7, 5, and W

o Optional (for fast and approximate NN): Prepare the patches from the style image for each
resolution layer and ecach patch size as tree structure

o Initialize X = DYC |V, where V o~ N (D, 50)

Loop Over Scales: For L = Lype, ... 1 do:
Loop Over Patch-Sizes: For n—mn1, ... 7w, minimize L, wrt.X, by
Tterate: Tor k = 1,2 ... , Lag do:

I. Pateh Malching: For the curment image X, match NN from the style image by solving (m_l Tha
style patches should be of the same size, taken from the corresponding resolution laver.

2, Robust Aggregation: Compute X as the robust patch aggregation result, by solving dl-l] LSITHE
Tines ierations,

3. Condent Fusion: Combine the content image DYC to X using Equation E] Lo oblain Lhe
upadated X.

4. Color Trunsfer: Apply color-transfer [rom S to X.

5. Denpise: Filter the obtained X by the domain-transform

Scale-Up: As we move from one resolution layer to the next, scale-up X.

Result: The output of the above algorthm s X.

Figure 3: The overall Style-Transfer Algorithm,



Overview of style-transfer algorithm from [3]:
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Fig. 2. The framework of image style transfer.

We do not plan to use an Android Device
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