EE 378A Statistical Signal Processing Professor Andrea Montanari

Homework 3

Due on: 05/09/2022

Problem 1

Let
Ong={0eRY : |0, <r},

where, for ¢ > 0, we defined the ¢-th pseudonorm as

N 1/q
101l == (ZI@I‘I) -

i=1

We observe y = 6 + og for g ~ N(0, Iy) and consider the minimax risk

) L2
R, (N;r,o):= inf sup E{H9 - 9(3/)“ }
ORN RN 9@y, (1)

(1) Use scale invariance to show that
R (N;ar,a0) = a®*Ry(N;r,0).
Deduce that

Ru(N;r,0) = Ry (N; z,l) o2 =: Ry (N; 1) o?
o o

(2) Consider the soft thresholding denoiser at level A. Show that

R (N;r) < Z (1+ A%+ Z cre™ /2

4:0;|>co 4:]0;]<coA
for suitable constants cg, 1.

(3) Optimize over A to show that for N/r? — oo, ¢ € (0,2) we have

N 1—q/2
Ry (N;r) <Crd (2 log rq> ;

substitute in the expression for R, (N;7,0).

(4) Consider next the linear risk

. 2
Ri(Niro) = inf | eegip(r)lE{HMy - 9||2} :

Compute the upper bound R¢(N;r, o) on R;, which is obtained by restricting M to be diagonal.

(5) Optional How does R{ compare to R;?



	

