Chapter 5

Division

Division algorithms can be grouped into two classes, according to their iterative operator. The first class, where subtraction is the iterative operator, contains many familiar algorithms (such as nonrestoring division) which are relatively slow, as their execution time is proportional to the operand (divisor) length. We then examine a higher speed class of algorithm, where multiplication is the iterative operator. Here, the algorithm converges quadratically; its execution time is proportional to $\log_2$ of the divisor length.

5.1 Subtractive Algorithms: General Discussion

5.1.1 Restoring and Nonrestoring Binary Division

Most existing descriptions of nonrestoring division are from one of two distinct viewpoints. The first is mathematical in nature, and describes the quotient digit selection as being $-1$ or $+1$, but it does not show the translation from the set $\{-1,+1\}$ to the standard binary representation $\{0,1\}$. The second is found mostly in application notes of semiconductor manufacturers, where the algorithm is given without any explanation of what makes it work. The following section ties together these two viewpoints. We start by reviewing the familiar pencil and paper division, then show the similarities and differences between this and restoring and nonrestoring division. After this, we examine nonrestoring division from the mathematical concepts of the signed digit representation to the problem of conversion to the standard binary representation. This is followed by an example of hardware implementation. Special attention is given to two exceptional conditions: the case of a zero partial remainder, and the case of overflow.

5.1.2 Pencil and Paper Division

Let us perform the division $4537/3$, using the method we learned in elementary school:
\[
\begin{array}{c}
1 & 5 & 1 & 2 \\
3)4 & 5 & 3 & 7 \\
3 & \\
1 & 5 \\
3 & \\
3 & \\
6 & \\
7 & \\
\end{array}
\]

The forgoing is an acceptable shorthand; for example, in the first step a 3 is shown subtracted from 4, but mathematically the number 3000 is actually subtracted from 4537, yielding a partial remainder of 1537. The above division is now repeated, showing the actual steps more explicitly:

\[
\begin{align*}
1512 & \leftarrow \text{Quotient} \\
3)4537 & \leftarrow \text{Dividend} \\
3000 & \leftarrow \text{Divisor} \cdot q(\text{MSD}) \cdot 10^3 \\
1537 & \leftarrow \text{Partial remainder} \\
1500 & \\
0037 & \\
0030 & \\
0007 & \\
006 & \\
0001 & \leftarrow \text{Remainder}
\end{align*}
\]

Let us represent the remainder as \( R \), the divisor as \( D \), and the quotient as \( Q \). We will indicate the \( i \)th digit of the quotient as \( q_i \), and the value of the partial remainder after subtraction of the \( j \)th radix power, trial product \( (q_j \cdot D \cdot B^j) \) as \( R(j) \) i.e., \( R(0) \) is the final remainder. Then the process of obtaining the quotient and the final remainder can be shown as follows:

\[
\begin{align*}
4537 - 1 \cdot 3 \cdot 10^3 & = 1537 & \text{or} & & R(4) - q_3 \cdot D \cdot 10^3 & = R(3) \\
1537 - 5 \cdot 3 \cdot 10^2 & = 0037 & \text{or} & & R(3) - q_2 \cdot D \cdot 10^2 & = R(2) \\
0037 - 1 \cdot 3 \cdot 10^1 & = 0007 & \text{or} & & R(2) - q_1 \cdot D \cdot 10^1 & = R(1) \\
0007 - 2 \cdot 3 \cdot 10^0 & = 0001 & \text{or} & & R(1) - q_0 \cdot D \cdot 10^0 & = R(0)
\end{align*}
\]

or, in general, at any step:

\[
R(i) = R(i + 1) - q_i \cdot D \cdot 10^i
\]

where \( i = n - 1, n - 2, \ldots, 1, 0 \).

How did we determine at every step the value \( q_i \)? We did it by a mental trial and error; for example, for \( q_3 \), we may have guessed 2, which would have given \( q_3 \cdot D \cdot 10^3 = 2 \cdot 3 \cdot 1000 = 6000 \), but that is larger than the dividend; so we mentally realized that \( q_3 = 1 \), and so on. Now a machine would have to go explicitly through the above steps; that is, it would have to subtract until the partial remainder became negative, which means it was subtracted one time too many, and it would have to be restored to a positive partial remainder. This brings us to restoring division—algorithms, which restore the partial remainder to a positive condition before beginning the next quotient digit iteration.
5.1. **SUBTRACTION ALGORITHMS: GENERAL DISCUSSION**

Restoring Division

The following equations illustrate the restoring process for the previous decimal example:

\[
\begin{align*}
4537 - 3 \cdot 10^3 &= +1537 & q_3 &= 1 \\
1537 - 3 \cdot 10^3 &= -1463 & q_3 &= 2 \\
-1463 + 3 \cdot 10^3 &= +1537 & \text{restore} & q_3 &= 1 \\
+1537 - 3 \cdot 10^2 &= +1237 & q_2 &= 1 \\
+1237 - 3 \cdot 10^2 &= +937 & q_2 &= 2 \\
+937 - 3 \cdot 10^2 &= +637 & q_2 &= 3 \\
+637 - 3 \cdot 10^2 &= +337 & q_2 &= 4 \\
+337 - 3 \cdot 10^2 &= +37 & q_2 &= 5 \\
+37 - 3 \cdot 10^2 &= -263 & q_2 &= 6 \\
-263 + 3 \cdot 10^2 &= +37 & \text{restore} & q_2 &= 5 \\
+37 - 3 \cdot 10^1 &= +7 & q_1 &= 1 \\
+7 - 3 \cdot 10^1 &= -23 & q_1 &= 2 \\
-23 + 3 \cdot 10^1 &= +7 & \text{restore} & q_1 &= 1 \\
+7 - 3 \cdot 10^0 &= +4 & q_0 &= 1 \\
+4 - 3 \cdot 10^0 &= +1 & q_0 &= 2 \\
+1 - 3 \cdot 10^0 &= -2 & q_0 &= 3 \\
-2 + 3 \cdot 10^0 &= +1 & \text{restore} & q_0 &= 2 \\
\end{align*}
\]

For binary representation, the restoring division is simply a process of quotient digit selection from the set \(\{0, 1\}\). The selection is performed according to the following recursive relation:

\[
R(i + 1) - q_i \cdot d \cdot 2^i = R(i).
\]

We start by assuming \(q_i = 1\); therefore, subtraction is performed:

\[
R(i + 1) - D \cdot 2^i = R(i).
\]

Consider the following two cases (for simplicity, assume that dividend and divisor are positive numbers):

**Case 1:** If \(R(i) \geq 0\), then the assumption was correct, and \(q_i = 1\).

**Case 2:** If \(R(i) < 0\), then the assumption was wrong, \(q_i = 0\), and restoration is necessary.

Let us illustrate the restoring division process for a binary division of 29/3:

\[
\begin{align*}
29 - 3 \cdot 2^4 &= -19 & q_4 &= 1 \\
-19 + 3 \cdot 2^4 &= +29 & q_4 &= 0 \\
29 - 3 \cdot 2^3 &= +5 & q_3 &= 1 \\
+5 - 3 \cdot 2^2 &= -7 & q_2 &= 1 \\
-7 + 3 \cdot 2^2 &= +5 & \text{restore} & q_2 &= 0 \\
+5 - 3 \cdot 2^1 &= -1 & q_1 &= 1 \\
-1 + 3 \cdot 2^1 &= +5 & \text{restore} & q_1 &= 0 \\
+5 - 3 \cdot 2^0 &= +2 & q_0 &= 1 \\
\end{align*}
\]
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Figure 5.1: Graphical illustration of partial remainder computations in restoring and nonrestoring division.

The left side of Figure 5.1 graphically illustrates the preceding division process.

Using the following terminology,

\[ Y = \text{Dividend} \]
\[ Q = \text{Quotient (all quotient bits)} \]
\[ (0) = \text{Final Remainder} \]
\[ D = \text{Divisor} \]

we have the following relationships:

\[ Y = Q \cdot D + R(0) \]
\[ Q = q_4 \cdot 2^4 + q_3 \cdot 2^3 + q_2 \cdot 2^2 + q_1 \cdot 2^1 + q_0 \cdot 2^0, \]

and in the above example:

\[ Y = 29 \text{ and } D = 3 \]
\[ Q = 0 \cdot 2^4 + 1 \cdot 2^3 + 0 \cdot 2^2 + 0 \cdot 2^1 + 1 \cdot 2^0 = 9 \]
\[ 29 = 9 \cdot 3 + 2. \]

It is obvious that, for \( n \) bits, we may need as many as \( 2n \) cycles to select all the quotient digits; that is, there are \( n \) cycles for the trial subtractions, and there may be an additional \( n \) cycles for the restoration. However, these restoration cycles can be eliminated by a more powerful class of division algorithm: nonrestoring division.

5.2 Multiplicative Algorithms

Algorithms of this second class obtain a reciprocal of the divisor, and then multiply the result by the dividend. Thus, the main difficulty is the evaluation of a reciprocal. Flynn [12] points
5.2. MULTIPLICATIVE ALGORITHMS

out that there are two main ways of iteration to find the reciprocal. One is the series expansion, and the other is the Newton–Raphson iteration.

5.2.1 Division by Series Expansion

The series expansion is based on the Maclaurin series (a special case of the familiar Taylor series). Let \( b \), the divisor, equal \( 1 + x \).

\[
g(X) = \frac{1}{b} = \frac{1}{1 + X} = 1 - X + X^2 - X^3 + X^4 - \ldots
\]

Since \( X = b - 1 \), the above can be factored (\( 0.5 \leq b < 1.0 \)):

\[
\frac{1}{b} = (1 - X)(1 + X^2)(1 + X^4)(1 + X^8)(1 + X^{16}) \ldots
\]

The two’s complement of \( 1 + X^n \) is \( 1 - X^n \), since:

\[
2 - (1 + X^n) = 1 - X^n.
\]

Conversely, the two’s complement of \( 1 - X^n \) is \( 1 + X^n \). This algorithm was implemented in the IBM 360/91 \[1\], where division to 32-bit precision was evaluated as follows:

1. \((1 - X)(1 + X^2)(1 + X^4)\) is found from a ROM look-up table.
2. \(1 - X^8 = [(1 - X)(1 + X^2)(1 + X^4)](1 + X)\).
3. \(1 + X^8\) is the two’s complement of \( 1 - X^8\).
4. \(1 - X^{16}\) is computed by multiplication \((1 + X^8)(1 - X^8)\).
5. \(1 + X^{16}\) is the two’s complement of \( 1 - X^{16}\).
6. \(1 - X^{32}\) is the product of \((1 + X^{16})(1 - X^{16})\).
7. \(1 + X^{32}\) is the two’s complement of \((1 - X^{32})\).

In the ROM table lookup, the first \( i \) bits of the \( b \) are used as an address of the approximate quotient. Since \( b \) is bit-normalized (\( 0.5 \leq b < 1 \)), then \(|X| \leq 0.5\) and \(|X^{32}| \leq 2^{-32}\); i.e., 32-bit precision is obtained in Step 7.

The careful reader of the preceding steps will be puzzled by a seeming sleight-of-hand. Since all divisors of the form \( b_0 \ldots bx \ldots \) have same leading digits, they will map into the same table entry regardless of the value of 0.00...0xzx... How, then, does the algorithm use the different trailing digits to form the proper quotient?

\[
\frac{1}{b} = \frac{1}{1 + X} = (1 - X)(1 + X^2)(1 + X^4) \ldots
\]

The table entry—approximate quotient.

If we wish the quotient of \( 1/b \),
Suppose we look up the product of the indicated three terms. Since our lookup cannot be exact,
we have actually found

\[(1 - X) (1 + X^2) (1 + X^4) + e_0.\]

Let us make the table sufficiently large so that

\[|e_0| \leq 2^{-9}.\]

Now, in order to find \(1 + X^8\), multiply the above by \(b\) (i.e., the entire number \(b_0 \ldots b_8 x z x x \ldots\)). Then, since \(b = 1 + X\):

<table>
<thead>
<tr>
<th>Table entry</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1 + X) (1 - X) (1 + X^2) (1 + X^4) = 1 - X^8)</td>
</tr>
<tr>
<td>((1 - X^2))</td>
</tr>
<tr>
<td>((1 - X^4))</td>
</tr>
<tr>
<td>((1 - X^8))</td>
</tr>
</tbody>
</table>

Thus, by multiplying the table entry by \(b\), we have found

\[(1 - X^8) + be_0.\]

Upon complementation, we get:

\[1 + X^8 - be_0,\]

and multiplying, we get:

\[1 - X^{16} + 2X^8e_0b - (be_0)^2.\]

Since \(X = b - 1\), the new error is actually

\[e_1 = 2b(b - 1)^8e_0 - (be_0)^2,\]

whose max value over the range

\[\frac{1}{2} \leq b < 1\]

occurs at

\[b = \frac{1}{2};\]

thus,

\[e_1 < 2^{-8}e_0 - 2^{-2}e_0^2 = e_0(2^{-8} - 2^{-2}e_0).\]

If, in the original table, \(e_0\) was selected such that

\[|e_0| \leq 2^{-9},\]

then

\[|e_1| < 2^{-17}.\]

Thus, the error is decreasing at a rate equal to the increasing accuracy of the quotient.
5.2. **MULTIPLICATIVE ALGORITHMS**

The ROM table for quotient approximations warrants some further discussion, as the table structure is somewhat deceptive. One might think, for example, that a table accurate to $2^{-8}$ would be a simple structure $2^8 \times 8$, but division is not a linear function with the same range and domain. Thus, the width of an output is determined by the value of the quotient; when $1/2 \leq b < 1$, the quotient is $2 \geq q > 1$. The table entry should be 10 bits: $xxxxxxxxx$ in the example. Actually, by recognizing the case $b = 1/2$ and avoiding the table for this case, $q$ will always start $1.xx \ldots x$, the “1” can be omitted, and we again have 8 bits per entry.

The size of the table is determined by the required accuracy. Suppose we can tolerate error no greater than $\epsilon_0$. Then

$$\left| \frac{1}{b} - \frac{1}{b - 2^{-n}} \right| \leq \epsilon_0.$$  

That is, when truncating $b$ at the $n$th bit, the quotient approximation must not differ from the true quotient by more than $\epsilon_0$,

$$\frac{b - 2^{-n} - b}{b^2 - b2^{-n}} \leq \epsilon_0.$$  

$$2^{-n} \leq b^2 \epsilon_0 - b2^{-n} \epsilon_0.$$  

Since $b^2 \epsilon_0 \gg b2^{-n} \epsilon_0$ ($1/2 \leq b < 1$), we rewrite as

$$2^{-n} \leq b^2 \epsilon_0.$$  

Thus, if $|\epsilon_0|$ were to be $2^{-9}$,

$$2^{-n} \leq 2^{-9} \cdot 2^{-2},$$  

$$n = 11 \text{ bits}.$$  

Now again by recognizing the case $b = 1/2$ and that the leading bit of $b = 0.1x$, we can reduce the table size; i.e., $n = 10$ bits.

### 5.2.2 The Newton–Raphson Division

The Newton–Raphson iteration is based on the following procedure to solve the equation $f(X) = 0$ [43]:

- Make a rough graph $y = f(X)$.
- Estimate the root where the $f(X)$ crosses the X axis.
- This estimate is the first approximation; call it $X_1$.
- The next approximation, $X_2$, is the place where the tangent to $f(X)$ at $(X_1, f(X_1))$ crosses the X axis.
Figure 5.2: Plot of the curve \( f(X) = 0.75 - \frac{1}{X} \) and its tangent at \( f(X_1) \), where \( X_1 = 1 \) (first guess). \( f'(x_1) = \frac{dy}{dx} \).

- From Figure 5.2, the equation of this tangent line is:
  \[
y - f(X_1) = f'(X_1)(X - X_1).\]

- The tangent line crosses the X axis at \( X = X_2 \) and \( y = 0 \).
  \[
  0 - f(X_1) = f'(X_1)(X_2 - X_1),
  \]
  \[
  X_2 = X_1 - \frac{f(X_1)}{f'(X_1)}.
  \]

- More generally,
  \[
  X_{n+1} = X_n - \frac{f(X_n)}{f'(X_n)}.
  \]

- Note: the resulting subscripted values \( (X_i) \) are successive approximations to the quotient; they should not be confused with the unsubscripted \( X \) used in the preceding section on binomial expansion where \( X \) is always equal to \( b - 1 \).

The preceding formula is a recursive iteration that can be used to solve many equations. In our specific case, we are interested in computing the reciprocal of \( b \). Thus, the equation \( f(X) = \frac{1}{X} - b = 0 \) can be solved using the above recursion. Note that if:

\[
f(X) = \frac{1}{X} - b,
\]

then

\[
f'(X) = -\left(\frac{1}{X}\right)^2,
\]
and at $X = X_n$

$$f'(X_n) = -\left(\frac{1}{X_n}\right)^2.$$ 

After substitution, the following recursive solution for reciprocal is obtained:

$$X_{n+1} = X_n(2 - bX_n),$$

where $X_0 = 1$.

The following decimal example illustrates the simplicity and the quadratic convergence of this scheme:

**Example 5.1**

Find $\frac{1}{b}$, where $b = 0.75$ (error = $\epsilon$).

\[
\begin{align*}
X_0 &= 1 & \epsilon_1 &= 0.333334 \\
X_1 &= 1(2 - 0.75) = 1.25 & \epsilon_2 &= 0.083334 \\
X_2 &= 1.25(2 - (1.25 \times 0.75)) = 1.328125 & \epsilon_3 &= 0.005208 \\
X_3 &= X_2(2 - (1.328125 \times 0.75)) = 1.333313 & \epsilon_4 &= 0.000021
\end{align*}
\]

The quadratic convergence of this scheme is proved below. That is, $\epsilon_{i+1} \leq (\epsilon_i)^2$:

\[
\begin{align*}
X_{i+1} &= X_i(2 - bX_i) \\
to\ find & \quad \epsilon_i = \frac{1}{b} - X_i \\
\epsilon_{i+1} &= \frac{1}{b} - X_{i+1} \\
\epsilon_{i+1} &= \frac{1}{b} - [X_i(2 - bX_i)] = \frac{1 - 2bX_i + (bX_i)^2}{b} \\
(\epsilon_i)^2 &= \frac{(1 - bX_i)^2}{b^2} = 1 - 2bX_i + (bX_i)^2.
\end{align*}
\]

Substituting for $X_i$,

\[
\begin{align*}
\epsilon_{i+1} &= \frac{1 - 2b(\frac{1 - b\epsilon_i}{b}) + (1 - b\epsilon_i)^2}{b} \\
\epsilon_{i+1} &= 1 - 2 + 2b\epsilon_i + 1 - 2b\epsilon_i + b^2\epsilon_i/b \\
\epsilon_{i+1} &= b\epsilon_i^2.
\end{align*}
\]

(Recall that $b < 1$). ♦

The division execution time, using the Newton–Raphson approximation, can be reduced by using a ROM look-up table. For example, computing the reciprocal of a 32–bit number can start by using 1024×8 ROM to provide the 8 most significant bits; the next iteration provides 16 bits, and the third iteration produces a 32–bit quotient. The Newton–Raphson seems similar in many
ways to the previously discussed binomial approximation. In fact, for the Newton–Raphson iteration:

\[ X_{i+1} = X_i (2 - b X_i) \]

If \( X_0 = 1 \), then

\[
\begin{align*}
X_1 & = (2 - b) \\
X_2 & = (2 - b)(2 - 2b + b^2) \\
& = (2 - b)(1 + (b - 1)^2) \\
& \quad \vdots \\
X_i & = (2 - b)(1 + (b - 1)^2)(1 + (b - 1)^4) \cdots (1 + (b - 1)^{2i})
\end{align*}
\]

which is exactly the binomial series when \( X = b - 1 \).

Thus, the Newton–Raphson iteration on \( f(X) = \frac{1}{b} - b \) and the binomial expansion of \( \frac{1}{b} = \frac{1}{1+X} \)

are different ways of viewing the same algorithm [12].

### 5.3 Additional Readings

Session 14 of the 1980 WESCON included several good papers on the theme of “Hardware Alternative for Floating Point Processing.”

Undheim [44] describes the floating point processor of the NORD-500 computer, which is made by NORSK-DATA in Norway. The design techniques are very similar to the ones described in this book, where a combinatorial approach is used to obtain maximum performance. The entire floating point processor is made of 579 ICs and it performs floating point multiplication (64 bits) in 480ns.

Birkner [2] describes the architecture of a high-speed matrix processor which uses a subset of the proposed IEEE (short) floating point format for data representation. The paper describes some of the tradeoff used in selecting the above format, and it also discuss the detailed implementation of the processor using LSI devices.

Cheng [5] and McMinn [26] describe single chip implementation of the proposed IEEE floating point format. Cheng describes the AMD 9512, and McMinn the Inter 8087.

Much early literature was concerned with higher radix subtractive division. Robertson [31] was a leader in the development of such algorithms. Both Hwang [23] and Spaniol [33] contain reviews of this literature.

Flynn [12] provides a review of multiplicative division algorithms.

### 5.4 Exercises

1. Using restoring two’s complement division, perform \( \frac{a}{b} \) where \( a = 0.110011001100 \) and \( b = 0.100111 \). Show each iteration.

2. Repeat the above using nonrestoring two’s complement division.
3. Using the Newton–Raphson iteration, compute \(1/b\) where \(b = .9; b = .6; b = .52\).

4. Construct a look-up table for two decimal digits (20 entries only; i.e., divisors from .60 to .79). Use this table to find \(b = 0.666\).

5. An alternate Newton–Raphson iteration uses \(f(x) = \frac{x-1+1/b}{x-1} \) (converges quadratically toward the complement of the reciprocal), which has a root at the complement of the quotient.

   (a) Find the iteration.
   (b) Compute the error term.
   (c) Use this to find \(1/b\) when \(b = .9 \) and \(b = .6\).
   (d) Comment on this algorithm as compared to that described in the text.

6. Another suggested approach uses:

   \[ f(x) = \exp\left[\frac{-1}{b(1 - bx)}\right]. \]

   (This recursion is unstable and converges very slowly.) Repeat problem 3 for this function.

7. A hardware cube-root function \(a^{1/3}\) is desired based on the Newton–Raphson iteration technique. Using the function

   \[ f(x) = x^3 - a, \]

   (a) Find the iteration \(x_{i+1} = \_\).
   (b) Find the first two approximations to \(.58^{1/3}\) using the iteration found in (a).
   (c) Show how the convergence (error term) would be found for this iteration (i.e., show \(e_{i+1}\) in terms of \(e_i\)). Do not simplify!

8. A new divide algorithm (actually a reciprocal algorithm, \(1/b\)) has been suggested based on a Newton–Raphson iteration, based on finding the root of:

   \[ f(x) = b^2 - 1/x^2 = 0. \]

   Will this work? If not, explain why not.

   If so, find the iteration and compare (time required and convergence rate) with other Newton–Raphson based approaches.

9. Two functions have been proposed for use in a Newton–Raphson iteration to find the reciprocal \((1/b)\). Answer the following questions for each function:

   (a) Will the iteration converge to \(1/b\)?
      i. \(f(x) = x^2 - 1/b = 0\)
      ii. \(f(x) = \frac{1}{x^2} - b = 0\)
   (b) Find the iteration.
      i. \(f(x) = x^2 - 1/b = 0\)
      ii. \(f(x) = \frac{1}{x^2} - b = 0\)
   (c) Is this a practical scheme—will it work in a processor?
(d) Is it better than the scheme outlined in the chapter?
   
   i. $f(x) = x^2 - 1/b = 0$
   
   ii. $f(x) = \frac{1}{2x} - b = 0$
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