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1 Introduction

Many optimization problems have to be solved in a online fashion. The information/prediction market

problem described in class is one of them.

First, implement both SCPM and SLPM for online prediction auction described in Lecture Note #9.

For SCPM, you may consider utility functions

u1(s) =
w

m

∑
i

log si

and

u2(s) =
w

m

∑
i

(1− e−si)

for some fixed positive constant w ∈ [1 10].

Here You may run the online and offiline auctions using simulated bidding data with m = 10. Fix

a grand truth price vector p̄ > 0, one way to generate a sequence of random bids, k = 1, 2, ..., 10, 000, is

as follows: generate a vector ak whose each entry is either zero or one at random, generate random scalar

qk ∈ [10 20], then let πk = p̄Tak + randn(0, 0.2) where randn(0, 0.2) represents the Gauss random variable

with zero mean and variance 0.2 in Matlab.

Question 0: What are the performances of SCPM and SLPM between online and offline? Does w

make a difference? Does the state price vector p generated from the online auction model approaches the

grand truth vector p̄ > 0? Explain your observations and findings.
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2 Online Resource Allocation

Secondly, consider general resource allocation, where we have a fixed given resources b ∈ Rm, and use linear

program to allocate them to each potential bidder requests:

maxx

∑n
j=1 πjxj

s.t.
∑n

j=1 aijxj ≤ bi, ∀ i = 1, 2, ...,m

0 ≤ xj ≤ 1, ∀ j = 1, ..., n;

(1)

where πj is the gain to allocate a combination of goods/resources to bidder j, aij is the required quantity

of good/resource i for bidder j, and bi is the total known available quantity of good/resource i; see [3] and

references therein. For simplicity, in this project we assume that aij is either 0 or 1.

The classical offline LP algorithm would compute the optimal solution x altogether, while the online

algorithm would compute solution sequentially x1, then x2,.... Specifically, when compute the decision

variables x1 to xk, there is no information associated with xk+1 and so on. In this course project, you

are asked to study and explore some theories of online linear programming and perform computational

observations on some simulated data.

Question 1: The dual prices may not be unique when solving the model. In order to get a unique

price, people sometimes add another term to the objective function when solving the model; one model which

is called CPCAM is defined as follows:

maxx,s

∑
j πjxj + u(s)

s.t.
∑

j aijxj + si = bi, ∀ i = 1, 2, ...,m,

0 ≤ xj ≤ 1, ∀ j = 1, ..., n,

si ≥ 0,∀ i = 1, ...,m.

(2)

where u(s) = u(s1, . . . , sm) is increasing and strictly concave. Write down the first-order KKT conditions

for optimality. Are they sufficient? Argue why this problem will have unique price (that is, the Lagrange

multipliers on the m equality constraints of the problem). You may assume that ∂u(.)
∂si si=0

≥ 1 for all i. How

would you interpret u(s) and z? (Hint: Read [?] and [2].)

Question 2: The disadvantage of the call auction model is that it can’t tell the bidders whether their

bids are accepted or not until the market closes. This is undesirable since sometimes the bidders want to

know the results to their bids immediately so that they can modify their bids and submit again. Therefore,

in practice, the market is usually implemented in an online version which is defined as follows. Instead of

solving the optimization after the market closes, whenever kth bidder submits a bid, the market maker solves
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the following optimization problem:

maxxk,s πkxk + u(s)

s.t. aikxk + si = bi − qk−1
i , ∀ i = 1, 2, ...,m

0 ≤ xk ≤ 1

si ≥ 0, ∀ i = 1, ...,m.

(3)

where qk−1
i =

∑k−1
j=1 aij x̄j is the good/resources i that is already allocated before the kth bidder arrives.

Note that, in (3), only scalar xk and vector s are variables, and each quantity x̄j , j < k is already

“locked down”. Here again we assume that u(.) is increasing and strictly concave. Write down the first-order

KKT conditions of (3), and argue why this online problem may be solved efficiently comparing to the offline

problem.

Question 3: Run the market with online model (3) again with utility functions:

u1(s) =
w

m

∑
i

log si

and

u2(s) =
w

m

∑
i

(1− e−si)

separately for a positive weight parameter, say w = 1 and w = 10 respectively. Does the choice w make a

difference? Is there significant difference between using u1(.) and u2(.)?

You may run the online and offiline auctions using simulated bidding data with m = 10 and bi = 1, 000

for all i. Fix a grand truth price vector p̄ > 0, one way to generate a sequence of random bids, k = 1, 2, ...,

is as follows: generate a vector ak whose each entry is either zero or one at random, generate random scalar

qk ∈ [2, 10], then let πk = p̄Tak + randn(0, 0.2) where randn(0, 0.2) represents the Gauss random variable

with zero mean and variance 0.2 in Matlab. Does the state price vector p generated from the online auction

model approaches the grand truth vector p̄ > 0? Explain your observations and findings.

Question 4: There is another online algorithm described in [3]. Suppose there is a good estimate of

total n bidders in the market. Then we wait for the first k bidders arrived and solve the revealed partial

linear program

(SLPM): maxx1,...,xk

∑k
j=1 πixi

s.t.
∑k

j=1 aikxk ≤
k
nbi, ∀ i = 1, 2, ...,m,

0 ≤ xj ≤ qj , ∀ j = 1, ..., k.

and then use the dual prices, say ȳk of the partial LP for future online decisions:

xj = 1, if πj > aTj ȳ
k; and xj = 0, otherwise.
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Let n = 10, 000. Then run the online (SLPM) algorithm using the same simulated bidding data based

on three different sizes of k = 50, 100, 200 to see how sensitive the k is.

Question 5: Now let us dynamically update the dual prices at time point k = 50, 100, 200, 400, 800...

and use the prices to make decision at the subsequent period. How does the dynamic learning perform?

How do SCPM and SLPM compare with? Any idea to combine SCPM and SLPM? (You may read more

references [1, 4, 5] in this research line.)
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