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Chapter 5
Optimality Conditions: (1) Primal Feasibility, (2) Dual Feasibility, (3) Zero-Duality Gap/Prima-Dual Complementarity.

Recall that the (primal) Simplex Algorithm maintains the primal feasibility and complementarity while working toward dual feasibility. (The Dual Simplex Algorithm maintains dual feasibility and complementarity while working toward primal feasibility.)

In contrast, interior-point methods will move in the interior of the feasible region, hoping to by-pass many corner points on the boundary of the region. The primal-dual interior-point method maintains both primal and dual feasibility while working toward complementarity.

The key for the simplex method is to make computer see corner points; and the key for interior-point methods is to stay in the interior of the feasible region.
(LP) \( \min \ c^T x \) s.t. \( Ax = b, \ x \geq 0 \) \(<=>\) (LD) \( \max \ b^T y \) s.t. \( A^T y + s = c, \ s \geq 0 \).

\[
\text{int } \mathcal{F}_p = \{ x : Ax = b, \ x > 0 \} \neq \emptyset
\]

\[
\text{int } \mathcal{F}_d = \{ (y, s) : s = c - A^T y > 0 \} \neq \emptyset.
\]

Let \( z^* \) denote the optimal value and

\[
\mathcal{F} = \mathcal{F}_p \times \mathcal{F}_d.
\]

We are interested in finding an \( \epsilon \)-approximate solution for the LP problem:

\[
x^T s = c^T x - b^T y \leq \epsilon.
\]

For simplicity, we assume that an interior-point pair \((x^0, y^0, s^0)\) is known, and we will use it as our initial point pair.
Barrier Functions and Analytic Center

Consider the barrier function optimization problems:

\[
\begin{align*}
(PB) \quad &\text{minimize } - \sum_{j=1}^{n} \log x_j \quad \text{and} \\
&\text{s.t. } x \in \text{int } \mathcal{F}_p \\
(DB) \quad &\text{maximize } \sum_{j=1}^{n} \log s_j \\
&\text{s.t. } (y, s) \in \text{int } \mathcal{F}_d
\end{align*}
\]

The maximizer \( x \) (or \((y, s)\)) of (PB) (or (BD)) is called the analytic center of bounded polyhedron \( \mathcal{F}_p \) (or \( \mathcal{F}_d \)). Applying the KKT conditions and using \( X = \text{diag}(x) \), we have

\[-X^{-1}e - ATy = 0, \quad Ax = b, \quad x > 0.\]

After introducing auxiliary vector \( s = X^{-1}e \), the conditions become

\[
\begin{align*}
Xs &= e \\
Ax &= b \\
-A^Ty - s &= 0 \\
x &> 0.
\end{align*}
\]

or

\[
\begin{align*}
Sx &= e \\
Ax &= 0 \\
-A^Ty - s &= -c \\
s &> 0.
\end{align*}
\]
Figure 1: The dual analytic center maximizes the product of slacks.
Examples

\[ \mathcal{F}_p = \{ x : \sum_j x_j = 1, \ x \geq 0 \}. \]

The analytic center of \( \mathcal{F}_p \) would be

\[ x^c = (\frac{1}{n}; \ldots; \frac{1}{n}), \ y = -n, \ s = (n; \ldots; n). \]

\[ \mathcal{F}_d = \{ y : 0 \leq y \leq e \}. \]

The analytic center of \( \mathcal{F}_d \) would be

\[ y^c = \arg \max \sum_i (\log(y_i) + \log(1 - y_i)) = \arg \max \sum_i \log(y_i(1 - y_i)) \]

that is

\[ y^c = (\frac{1}{2}; \ldots; \frac{1}{2}), \ s = \frac{1}{2}e, \ x = 2e. \]
Consider the LP pair with the barrier function

\[(LPB) \quad \text{minimize} \quad c^T x - \mu \sum_{j=1}^{n} \log x_j \quad \text{s.t.} \quad x \in \text{int} \mathcal{F}_p \]

\[(LDB) \quad \text{maximize} \quad b^T y + \mu \sum_{j=1}^{n} \log s_j \quad \text{s.t.} \quad (y, s) \in \text{int} \mathcal{F}_d,\]

and they are primal-dual to each other and share a common set of KKT Optimality Conditions:

\[Xs = \mu e\]
\[A x = b\]
\[A^T y - s = -c;\]

where barrier parameter

\[\mu = \frac{x^T s}{n} = \frac{c^T x - b^T y}{n},\]

so that it's the average of complementarity or duality gap. As \(\mu\) varies, the optimizers form the LP central paths in the primal and dual feasible regions, respectively.
Figure 2: The central path of $y(\mu)$ in a dual feasible region.
Examples

\[
\begin{align*}
\min & \sum_j c_j x_j - \mu \sum_j \log(x_j) \quad \text{s.t.} \quad \sum_j x_j = 1. \\
& c_j - \frac{\mu}{x_j} = y, \ x_j > 0, \ \forall j,
\end{align*}
\]

thus, \( x_j = \frac{\mu}{c_j - y}, \ \forall j \). Then, from

\[
\sum_j \frac{\mu}{c_j - y} = 1, \ c_j - y > 0, \ \forall j,
\]

we can solve \( y(\mu) \) and \( x(\mu) \) as the roots of polynomials.
The path
\[ C = \{(x(\mu), y(\mu), s(\mu)) \in \text{int } \mathcal{F} : Xs = \mu e, \ 0 < \mu < \infty \} \]
is called the (primal and dual) central path of linear programming.

**Theorem 1** Let both (LP) and (LD) have interior feasible points for the given data set \((A, b, c)\). Then for any \(0 < \mu < \infty\), the central path point pair \((x(\mu), y(\mu), s(\mu))\) exists and is unique. Moreover, the followings hold.

i) The central path point \((x(\mu), s(\mu))\) is bounded for \(0 < \mu \leq \mu^0\) and any given \(0 < \mu^0 < \infty\).

ii) For \(0 < \mu' < \mu\),
\[ c^T x(\mu') < c^T x(\mu) \quad \text{and} \quad b^T y(\mu') > b^T y(\mu) \]
if both primal and dual have no constant objective values.

iii) \((x(\mu), s(\mu))\) converges to an optimal solution pair for (LP) and (LD). Moreover, the limit point \(x(0)_{P^*} > 0\) and the limit point \(s(0)_{Z^*} > 0\), where \((P^*, Z^*)\) is the strictly complementarity partition of the index set \(\{1, 2, \ldots, n\}\).
Proof of (iii)

Since $\mathbf{x}(\mu)$ and $\mathbf{s}(\mu)$ are both bounded, they have at least one limit point which we denote by $\mathbf{x}(0)$ and $\mathbf{s}(0)$. Let $\mathbf{x}_{P^*}^* (\mathbf{x}_{Z^*}^* = \mathbf{0})$ and $\mathbf{s}_{Z^*}^* (\mathbf{s}_{P^*}^* = \mathbf{0})$, respectively, be any strictly complementary solution pair on the primal and dual optimal faces: $\{ \mathbf{x}_{P^*} : A_{P^*} \mathbf{x}_{P^*} = \mathbf{b}, \mathbf{x}_{P^*} \geq \mathbf{0} \}$ and $\{ \mathbf{s}_{Z^*} : \mathbf{s}_{Z^*} = \mathbf{c}_{Z^*} - A_{Z^*}^T \mathbf{y} \geq \mathbf{0}, \mathbf{c}_{P^*} - A_{P^*}^T \mathbf{y} = \mathbf{0} \}$. Note that

$$\sum_{j=1}^{n} (s_j^* x(\mu)_j + x_j^* s(\mu)_j) = n\mu, \quad \text{or}$$

$$\sum_{j \in P^*} \left( \frac{x_j^*}{x(\mu)_j} \right) + \sum_{j \in Z^*} \left( \frac{s_j^*}{s(\mu)_j} \right) = n.$$

Therefore, we have

$$x(\mu)_j \geq x_j^* / n > 0, \ j \in P^* \quad \text{and} \quad s(\mu)_j \geq s_j^* / n > 0, \ j \in Z^*.$$

These also imply

$$x(\mu)_j \rightarrow 0, \ j \in Z^* \quad \text{and} \quad s(\mu)_j \rightarrow 0, \ j \in P^*.$$
The Primal-Dual Path-Following Algorithm for LP

In general, we start from an (approximate) central path point \((x^k, y^k, s^k) \in \mathcal{F}\) such that

\[
\|X^k s^k - \mu^k e\| \leq \sigma \mu^k, \quad \text{for some } \sigma \in [0, 1).
\]

Then, let \(\mu^{k+1} = (1 - \eta) \lambda^k\) for some \(\eta \in (0, 1]\), we aim to find a new pair \((x, y, s) \in \mathcal{F}\) such that

\[
X s = \mu^{k+1} e.
\]

We start from \((x^k, y^k, s^k) \in \mathcal{F}\) and apply the Newton iteration for direction vectors \((d_x, d_y, d_s)\):

\[
S^k d_x + X^k d_s = \mu^{k+1} e - X^k s^k
\]
\[
A d_x = 0
\]
\[
A^T d_y + d_s = 0
\]

then let \(x^{k+1} = x^k + d_x, \ y^{k+1} = y^k + d_y, \ s^{k+1} = s^k + d_s\). Carefully choosing \(\sigma = O(1)\) and \(\eta = O\left(\frac{1}{\sqrt{n}}\right)\) guarantees \((x^{k+1}, s^{k+1}) > 0\) and

\[
\|X^{k+1} s^{k+1} - \mu^{k+1} e\| \leq \sigma \mu^{k+1}, \quad \text{for the same } \sigma \in [0, 1).
\]

Too many restrictions when following a path... Is a function-driven interior-point algorithm?
Primal-Dual Potential Function for LP

For \((x, y, s) \in \text{int } \mathcal{F}\), the joint primal-dual potential function is defined by

\[
\psi_{n+\rho}(x, s) := (n + \rho) \log(x^T s) - \sum_{j=1}^{n} \log(x_j s_j), \quad \text{for some } \rho > 0.
\]

\[
\psi_{n+\rho}(x, s) = \rho \log(x^T s) + \psi_n(x, s) \geq \rho \log(x^T s) + n \log n,
\]

then, for \(\rho > 0\), \(\psi_{n+\rho}(x, s) \rightarrow -\infty\) implies that \(x^T s \rightarrow 0\). More precisely, we have

\[
x^T s \leq \exp\left(\frac{\psi_{n+\rho}(x, s) - n \log n}{\rho}\right).
\]

Given a pair \((x^k, y^k, s^k) \in \text{int } \mathcal{F}\), compute direction vectors \((d_x, d_y, d_s)\) from the Newton iteration:

\[
S^k d_x + X^k d_s = \frac{(x^k)^T s^k}{n+\rho} e - X^k s^k,
\]

\[
A d_x = 0,
\]

\[
A^T d_y + d_s = 0.
\]

How to solve the equation system efficiently using the block structures?
Block Structure in the KKT System

\[
S^k d_x + X^k d_s = r^k, \\
A d_x = 0, \\
A^T d_y + d_s = 0.
\]

Scale the first block to: 
\[
d_x + (S^k)^{-1} X^k d_s = (S^k)^{-1} r^k.
\]

Multiplying \(A\) to both sides and using the second block equations: 
\[
A(S^k)^{-1} X^k d_s = A(S^k)^{-1} r^k.
\]

Applying the third block equations: 
\[
-A(S^k)^{-1} X^k A^T d_y = A(S^k)^{-1} r^k.
\]

This is an \(m \times m\) positive definite system, and solve it for \(d_y\); then \(d_s\) from the third block; then \(d_x\) from the first block.

Positive Definite System Equation Solver: \(Qd = r\) where \(Q\) is a PD matrix.

Matrix Factorization:

- Cholesky: \(R^T R = Q\), where \(R\) is a Right-Triangle matrix
- \(LDL^T = Q\), where \(L\) is a Left-Triangle matrix.
Description of Algorithm for LP

Given \((x^0, y^0, s^0) \in \text{int } \mathcal{F}\). Set \(\rho \geq \sqrt{n}\) and \(k := 0\).

While \((x^k)^T s^k \geq \epsilon\) do

1. Set \((x, s) = (x^k, s^k)\) and compute \((d_x, d_y, d_s)\) from (2).

2. Let \(x^{k+1} = x^k + \alpha^k d_x, y^{k+1} = y^k + \alpha^k d_y,\) and \(s^{k+1} = s^k + \alpha^k d_s\) where

\[
\alpha^k = \arg \min_{\alpha \geq 0} \psi_{n+\rho}(x^k + \alpha d_x, s^k + \alpha d_s).
\]

3. Let \(k := k + 1\) and return to Step 1.
**Theorem 2** Let $\rho \geq \sqrt{n}$. Then, the potential reduction algorithm generates the (interior) feasible solution sequence $\{x^k, y^k, s^k\}$ such that

$$
\psi_{\rho}(x^{k+1}, s^{k+1}) - \psi_{\rho}(x^k, s^k) \leq -0.15.
$$

Thus, if $\psi_{\rho}(x^0, s^0) \leq \rho \log((x^0)^T s^0) + n \log n$, the algorithm terminates in at most $O(\rho \log((x^0)^T s^0 / \epsilon))$ iterations with $(x^k)^T s^k = c^T x^k - b^T y^k \leq \epsilon$.

The proof used a key fact: $d_x^T d_s = -d_x^T A^T d_y = 0$ for the directions. Also

$$(x^k)^T s^k \leq \exp\left(\frac{\psi_{\rho}(x^k, s^k) - n \log n}{\rho}\right)
\leq \exp\left(\frac{\psi_{\rho}(x^0, s^0) - n \log n - \rho \log((x^0)^T s^0 / \epsilon)}{\rho}\right)
\leq \exp\left(\frac{\rho \log(x^0, s^0) - \rho \log((x^0)^T s^0 / \epsilon)}{\rho}\right)
= \exp(\log(\epsilon)) = \epsilon.
$$

The role of $\rho$? And more aggressive step size?
Proof Sketch of the Reduction Theorem

Second-Order Scaled Concordant Lipschitz Condition: for any point $x > 0$

$$\|X(\nabla f(x + d) - \nabla f(x) - \nabla^2 f(x)d)\| \leq \beta_\alpha d^T \nabla^2 f(x)d, \text{ whenever } \|X^{-1}d\| \leq \alpha(<1).$$

**Lemma 1** The logarithmic barrier function $B(x) = -\sum_j \ln(x_j)$ is second-order scaled Lipschitz with $\beta_\alpha = \frac{1}{2(1-\alpha)}$.

In the following, we remove the iteration count superscript $k$ and represent the new iterate by $^+$. 

**Lemma 2** Let the direction vector $d = (d_x, d_y, d_s)$ be computed by (2), and let $\theta = \frac{\alpha \sqrt{\min(XSe)}}{\|XS\|^{-1/2}r}$ where $\alpha$ is a positive constant less than 1. Let

$$x^+ = x + \theta d_x, \quad y^+ = y + \theta d_y, \quad \text{and} \quad s^+ = s + \theta d_s.$$

Then, we have $(x^+, y^+, s^+) \in \text{int } F$ and

$$\psi_{n+\rho}(x^+, s^+) - \psi_{n+\rho}(x, s) \leq -\alpha \sqrt{\min(XSe)}\|XS\|^{-1/2}(e - \frac{(n+\rho)}{x^Ts}XS)\| + \frac{\alpha^2}{2(1-\alpha)}.$$
\[
\psi(x^+, s^+) - \psi(x, s) \\
= (n + \rho) \log \left(1 + \frac{\theta d_s^T x + \theta d_x^T s}{x^T s}\right) - \sum_{j=1}^{n} \left(\log(1 + \frac{\theta d_s}{s_j}) + \log(1 + \frac{\theta d_x}{x_j})\right) \\
\leq (n + \rho) \left(\frac{\theta d_s^T x + \theta d_x^T s}{x^T s}\right) - \sum_{j=1}^{n} \left(\log(1 + \frac{\theta d_s}{s_j}) + \log(1 + \frac{\theta d_x}{x_j})\right) \\
\leq (n + \rho) \left(\theta d_s^T x + \theta d_x^T s\right) - \theta e^T (S^{-1} d_s + X^{-1} d_x) + \frac{\alpha^2}{2(1-\alpha)} \\
\leq \frac{n+\rho}{x^T s} \theta(d_s^T x + d_x^T s) - \theta e^T (S^{-1} d_s + X^{-1} d_x) + \frac{\alpha^2}{2(1-\alpha)} \\
= \theta \left(\frac{n+\rho}{x^T s} e^T (X d_s + S d_x) - e^T (S^{-1} d_s + X^{-1} d_x)\right) + \frac{\alpha^2}{2(1-\alpha)} \\
= \theta \left(\frac{n+\rho}{x^T s} e^T (X d_s + S d_x) - e^T (X S)^{-1} (X d_s + S d_x)\right) + \frac{\alpha^2}{2(1-\alpha)} \\
= \theta \left(\frac{n+\rho}{x^T s} X S e - e\right)^T (X S)^{-1} (X d_s + S d_x) + \frac{\alpha^2}{2(1-\alpha)} \\
= \theta \left(\frac{n+\rho}{x^T s} X S e - e\right)^T (X S)^{-1} \left(\frac{x^T s}{n+\rho} e - X S e\right) + \frac{\alpha^2}{2(1-\alpha)} \\
= -\theta \cdot \frac{n+\rho}{x^T s} \cdot \|XS\|^{-1/2} r\|^2 + \frac{\alpha^2}{2(1-\alpha)} \\
= -\alpha \sqrt{\min(XS)} \cdot \|\frac{n+\rho}{x^T s} (XS)^{-1/2} r\|^2 + \frac{\alpha^2}{2(1-\alpha)} .
\]
Let \( \mathbf{v} = X \mathbf{S} \mathbf{e} \). Then, we can prove the following technical lemma:

**Lemma 3** Let \( \mathbf{v} \in \mathbb{R}^n \) be a positive vector and \( \rho \geq \sqrt{n} \). Then,

\[
\sqrt{\min(\mathbf{v})} \| V^{-1/2} \left( \mathbf{e} - \frac{(n + \rho)}{\mathbf{e}^T \mathbf{v}} \mathbf{v} \right) \| \geq \sqrt{3/4}.
\]

Combining these Lemmas 2 and 3 we have

\[
\psi_{n+\rho}(\mathbf{x}^+, \mathbf{s}^+) - \psi_{n+\rho}(\mathbf{x}, \mathbf{s}) \leq -\alpha \sqrt{3/4} + \frac{\alpha^2}{2(1 - \alpha)} = -\delta
\]

for a constant \( \delta \).
Combining the primal and dual into a single linear feasibility problem, then applying LP algorithms to find a feasible point of the problem. Theoretically, this approach can retain the currently best complexity result.

- The big $M$ method, i.e., add one or more artificial column(s) and/or row(s) and a huge penalty parameter $M$ to force solutions to become feasible during the algorithm.

- Phase I-then-Phase II method, i.e., first try to find a feasible point (and possibly one for the dual problem), and then start to look for an optimal solution if the problem is feasible and bounded.

- Combined Phase I-Phase II method, i.e., approach feasibility and optimality simultaneously. To our knowledge, the “best” complexity of this approach is $O(n \log((x_0^0)^T s_0^0/\epsilon))$. 

Homogeneous and Self-Dual Algorithm

- It solves the linear programming problem without any regularity assumption concerning the existence of optimal, feasible, or interior feasible solutions, while it retains the currently best complexity result.
- It can start at any positive primal-dual pair, feasible or infeasible, near the central ray of the positive orthant (cone), and it does not use any big $M$ penalty parameter or lower bound.
- Each iteration solves a system of linear equations whose dimension is almost the same as that solved in the standard (primal-dual) interior-point algorithms.
- If the LP problem has a solution, the algorithm generates a sequence that approaches feasibility and optimality simultaneously; if the problem is infeasible or unbounded, the algorithm will produce an infeasibility certificate for at least one of the primal and dual problems.
Recall that a pair of LP has two alternatives

(Solvable) \[ Ax - b = 0 \]
\[ -A^T y + c \geq 0, \]
\[ b^T y - c^T x = 0, \]
\[ y \text{ free, } x \geq 0 \]

(Infeasible) \[ Ax = 0 \]
\[ -A^T y \geq 0, \]
\[ b^T y - c^T x > 0, \]
\[ y \text{ free, } x \geq 0 \]

\[ (HP) \quad Ax - b\tau = 0 \]
\[ -A^T y + c\tau = s \geq 0, \]
\[ b^T y - c^T x = \kappa \geq 0, \]
\[ y \text{ free, } (x; \tau) \geq 0 \]

where the two alternatives are:

(Solvable): \( (\tau > 0, \kappa = 0) \) or (Infeasible): \( (\tau = 0, \kappa > 0) \)
Let’s Find a Feasible Solution of (HP)

Given $x^0 = e > 0$, $s^0 = e > 0$, and $y^0 = 0$, we formulate a self-dual LP problem:

$$(HS - DP) \quad \min \quad (n + 1)\theta$$

s.t.

$$Ax - \mathbf{b}\tau + \bar{\mathbf{b}}\theta = \mathbf{0},$$

$$-A^T\mathbf{y} + c\tau - \mathbf{c}\theta \geq 0,$$

$$\mathbf{b}^T\mathbf{y} - \mathbf{c}^T\mathbf{x} + \bar{z}\theta \geq 0,$$

$$-\bar{\mathbf{b}}^T\mathbf{y} + \bar{\mathbf{c}}^T\mathbf{x} - \bar{z}\tau = - (n + 1),$$

$y$ free, $x \geq 0$, $\tau \geq 0$, $\theta$ free.

Note that $(y = 0, x = e, \tau = 1, \theta = 1)$ is a strictly feasible point for (HSDP). Moreover, one can show that the constraints imply

$$e^T x + e^T s + \tau + \kappa - (n + 1)\theta = (n + 1),$$

which serves as a normalizing constraint for (HSDP) to prevent the all-zero solution.
Theorem 3  The interior-point algorithm solves (HS-DP) in $O\left(\sqrt{n} \log \frac{n}{\epsilon}\right)$ steps and each step solves a system of linear equations as the same size as in feasible algorithms, and it always produces an optimal solution $(y^*, x^*, \tau^*, s^*, \kappa^*, \theta^* = 0)$ where $\tau^* + \kappa^* > 0$. If $\tau^* > 0$ then it produces an optimal solution pair for the original LP problem; if $\kappa^* > 0$, then it produces a certificate to prove (at least) one of the pair is infeasible.

Cplex-Barrier IBM, GUROBI

SEDUMI: http://sedumi.mcmaster.ca/

MOSEK: http://www.mosek.com/products_mosek.html

CVX: http://www.stanford.edu/~boyd/cvx