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A fully quantal wavepacket approach to reactive scattering in which the best available $H_2$ potential energy surface was used enabled a comparison with experimentally determined rates for the $D + H_2 (v = 1, j = 1) \rightarrow HD(v', j') + H$ reaction at significantly higher total energies (1.4 to 2.25 electron volts) than previously possible. The theoretical results are obtained over a sufficient range of conditions that a detailed simulation of the experiment was possible, thus making this a definitive comparison of experiment and theory. Good to excellent agreement is found for the vibrational branching ratios and for the rotational distributions within each product vibrational level. However, the calculated rotational distributions are slightly hotter than the experimentally measured ones. This small discrepancy is more marked for products for which a larger fraction of the total energy appears in translation. The most likely explanation for this behavior is that refinements are needed in the potential energy surface.

Ultimately, the test of any theory is its predictive power. In chemistry, theoretical calculations based on first principles have been applied to static properties of molecules with great success. However, theoretical calculations of dynamical properties have met with less success because of the large number of quantum mechanical (QM) scattering channels in such processes. Recent experimental advances have permitted the study of the $H + H_2$ reaction and its isotopic analogs at a level of detail previously not possible (1–9). Corresponding advances in theoretical techniques have allowed these new measurements to be compared with exact QM calculations at total energies up to 1.82 eV (10–22). Calculations for a range of total energies have been restricted to energies below 1.35 eV (10, 12–14, 18), whereas results for reactions in which the $H_2$ was vibrationally excited have been obtained only for total energies ranging from 0.82 to 1.35 eV (18) and for 1.82 eV (16, 21). The QM calculations (10–14, 18, 20) agree well with integral cross section data (1–3, 8) in the total energy regime below 1.5 eV.

Significant differences have been found between experiment (5, 8) and theory (16, 21) at the higher total energy of 1.82 eV. Two factors may influence this comparison: (i) the theoretical calculations did not fully simulate the experimental conditions; and (ii) the experimental results may have been impaired to some extent by space-charge effects caused by ion production in the use of a DBr as a photolytic source of fast $D$ atoms. Consequently, it was not possible to determine whether the differences between experiment and theory were caused by experimental error, the incomplete simulation of the experiment, the potential energy surface (PES), or the accuracy of the QM calculations. The theoretical predictions were essentially unchanged in a subsequent more accurate experiment (22); however, these calculations also did not include a full simulation of the experimental conditions. At such high energies, it may well be that the PES is less reliable for these comparisons with experiment because regions of greater anisotropy and anharmonicity can be sampled, that is, experiments at lower energies may be less sensitive to inaccuracies in the PES.

Existing noniterative time-independent quantal scattering methods rapidly become computationally intensive at higher total energies because of the increase in the number of quantum channels (10–22). We report here theoretical results obtained with a newly developed wavepacket approach (21, 23–26) to exact scattering dynamics that extends the predictive power of theory to higher energies and more complex scattering systems; consequently, a full simulation of the experimental conditions was feasible. We also report new state-to-state integral cross section measurements of the $D + H_2$ reaction.
Fig. 1. Comparison of experimental and theoretical relative vibrational population distributions for the reaction $D + H_2 (v = 1, j = 1) \rightarrow HD(v', j') + H$ at $E_{\text{rel}} = 1.4$ eV. The experimental (9) data (squares connected by solid lines) are recorded by using a variable-wavelength photolysis source, and the theoretical calculations (26) (circles connected by dashed lines) are obtained with the wavepacket approach. The experimental error bars represent one standard deviation.

Fig. 2. Comparison of experimental and theoretical relative rotational population distributions for the reaction $D + H_2 (v = 1, j = 1) \rightarrow HD(v', j') + H$ for a variable-wavelength photolysis source: (A) HD($v' = 0, j'$) at $E_{\text{rel}} = 1.5$ eV; (B) HD($v' = 1, j'$) at $E_{\text{rel}} = 1.4$ eV; and (C) HD($v' = 2, j'$) at $E_{\text{rel}} = 1.3$ eV. The experimental data (2, 9) are represented by squares connected by solid lines; the error bars are one standard deviation. The theoretical calculations (26) are represented by circles connected by dashed lines. Dotted lines connect the populations of levels adjacent to a level for which the population was not measured.

A combination of laser techniques has enabled true state-to-state experiments for the $H + H_2$ reaction family to be carried out. The $D + H_2 (v = 1, j = 1) \rightarrow HD(v' = 0, 1, 2; j') + H$ reaction rates have been measured, in which the $H_2$ reagent was prepared in the $(v = 1, j = 1)$ state by stimulated Raman pumping (7–9), and fast D atoms were produced by laser photolysis of DBr or DI. In these experiments the DBr(DI) and $H_2$ were mixed with He in a reservoir and then flowed into a high-vacuum chamber through a pulsed supersonic nozzle. The same laser both generated the fast D atoms needed to initiate the reaction and ionized the nascent HD product through $(2 + 1)$ resonance-enhanced multiphoton ionization (REMPI) (27), in which a two-photon transition connects the X state to the E, F state of HD that is subsequently ionized by a one-photon transition. The REMPI detection scheme has been calibrated against an efficient high-temperature nozzle (27) such that relative quantum-state populations can be obtained from the measured ion signals. A shuttered time-of-flight mass spectrometer was used to detect the HD$^+$ ions (3, 28). Because the same laser effects the photolysis and ionization steps, $E_{\text{rel}}$ varied as a function of product state detected. By replacing the DBr precursor ($E_{\text{rel}} = 0.95$ to 1.07 eV) used in the earlier experiments with DI, higher values of $E_{\text{rel}}$ are obtained (1.38 to 1.54 eV for HD($v' = 0$), 1.31 to 1.43 eV for HD($v' = 1$), and 1.26 to 1.32 eV for HD($v' = 2$)). At these relative collision energies and with 0.52 eV in the H$_2$ reagent vibration, the reaction accesses regions of the PES far removed from the minimum energy path. Furthermore, the use of DI significantly reduces the previously noted (7, 8) space-charge effects associated with the DBr precursor.

The broad range and high total energies associated with these experiments make the corresponding theoretical calculations extremely difficult. Noniterative, time-independent basis set expansion methods (10-14, 17-20, 22) have been the only means previously available for carrying out sophisticated fully converged, three-dimensional reactive QM scattering calculations. Although applicable to reactions at lower total energies, such methods become highly computationally intensive under the present experimental conditions. New approaches are needed to compare theory and experiment at these high energies in which a large number of reaction channels are open.

Among the theoretical techniques used, the newly developed time-dependent wavepacket approach (21, 23, 24) has four attractive features. First, calculations are performed only for the initial state of interest, whereas noniterative time-independent basis set methods necessarily include all initial states accessible at a given energy. Second, a single propagation of the wavepacket yields results at many energies, thereby significantly reducing the number of calculations required. Third, a grid representation is used so that the potential energy is calculated by simple multiplication. Fourth, the wavepacket can be propagated by using the Jacobi scattering coordinates of a single arrangement. Perhaps most importantly, the associated numerical complexity grows roughly linearly with the number of grid points. This is a marked advantage over the noniterative basis set methods, in which the Hamiltonian matrix must be inverted and the computational effort scales as $N^3$, where $N$ is the size of the basis set used.

Recent developments in the time-dependent approach include accurate methods for evaluating the kinetic energy terms and a mixed grid and close-coupling approach for representing the wave function. When these methods are coupled with an accurate algorithm for propagating the wavepacket, the resulting approach is decisively the most efficient available for simulating inelastic molecular collisions at high energies. For reactive collisions, the major difficulty is the presence of multiple asymptotic arrangements. Large grids are then ostensibly necessary for representing the wave function before and after the scattering event. This difficulty is circumvented (23-25) in three ways: (i) by using projection operators to couple the one-channel wave function in the reactant arrangement to the many-chan-
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Comparisons of the experimental and theoretical results for the reaction \( \text{D} + \text{H}_2(\nu = 1, j = 1) \rightarrow \text{HD}(\nu', j') + \text{H} \) are represented in Figs. 1 to 3. Because relative populations are measured, the experimental and theoretical distributions in each of the comparisons are normalized to the sum of the populations of their common levels. The distributions presented in Figs. 1 and 2 are measured with a variable-wavelength photolysis source, as described above. However, the \( \text{D} + \text{H}_2(\nu = 1, j = 1) \rightarrow \text{HD}(\nu' = 1, j') + \text{H} \) at \( E_{\text{rel}} = 0.8 \text{ eV} \) rotational distribution displayed in Fig. 3 was recorded with a fixed-wavelength photolysis arrangement. For this geometry, an independent laser pulse was added to generate the fast D atoms through photolysis of DI. This procedure allows the DI photolysis and HD ionization steps to be decoupled.

Very good agreement is observed between experiment and theory for the vibrational distribution (see Fig. 1); they agree within the experimental error bars for each vibrational level. For the rotational distributions, however, the extent of agreement varies from moderately good (Figs. 2, A and B) to quantitative (Figs. 2C and 3). The very good agreement observed for the \( \text{HD}(\nu = 2, j') \) distribution at \( E_{\text{rel}} = 1.3 \text{ eV} \) (Fig. 2C) and \( \text{HD}(\nu = 1, j') \) distribution at \( E_{\text{rel}} = 0.8 \text{ eV} \) (Fig. 3) shows that the discrepancies in Figs. 2, A and B, are not caused by the rotational state of the HD product. As the fraction of energy grows in the HD product translational degree of freedom, the theoretical distributions become increasingly hotter than the corresponding experimental ones (Figs. 2 and 3). Thus, both the overall shape and the peak of the distributions are in good agreement, for the \( \text{HD}(\nu' = 2, j') \) distribution at \( E_{\text{rel}} = 1.3 \text{ eV} \) and the \( \text{HD}(\nu' = 1, j') \) distributions at \( E_{\text{rel}} = 0.8 \text{ eV} \) (Figs. 2C and 3). In contrast, neither the shape nor the peak of the distributions is well matched by theory for the \( \text{HD}(\nu = 0, j') \) distribution at \( E_{\text{rel}} = 1.5 \text{ eV} \) and the \( \text{HD}(\nu = 1, j') \) distribution at \( E_{\text{rel}} = 1.4 \text{ eV} \) (Fig. 2, A and B). Specifically, the calculated distributions peak one to two quanta higher than the measured ones in Fig. 2B and two to three quanta in Fig. 2A.

The consistency of the experimental and theoretical results for the vibrational distribution (Fig. 1) and for the rotational distributions \( \text{HD}(\nu = 1, j') \) at \( E_{\text{rel}} = 0.8 \text{ eV} \) (Fig. 3) and \( \text{HD}(\nu' = 2, j') \) at \( E_{\text{rel}} = 1.3 \text{ eV} \) (Fig. 2C) suggests that the observed discrepancies do not arise from an error in the QM scattering calculations. Instead, we believe the differences are most likely attributable to inaccuracies in the PES used, which was the double many-body expansion (29). This hypothesis is consistent with the good agreement observed for the lower energy reactions, because the high energies accessed in these experiments allow the reactants to explore regions of the PES far removed from the minimum energy path of the reaction. The PES is not as well characterized in these regions because ab initio points that are used to generate the surface are concentrated around the minimum energy path. Buntin et al. (4, 5) and Continetti et al. (6) measured differential cross sections for the \( \text{D} + \text{H}_2 \) reaction and simulated the experiments with the QM calculations of Zhao et al. (18) and of Zhang and Miller (10, 14). These workers also found discrepancies that they attributed to errors in the \( \text{H}_3 \) PES.

As the above comparisons demonstrate, the new wavepacket approach is able to provide a full simulation of the dynamics of the \( \text{D} + \text{H}_2(\nu = 1, j = 1) \rightarrow \text{HD}(\nu', 0, 1, 2, j') + \text{H} \) reaction at high total energies. The accuracy of these calculations is apparently limited only by the accuracy of the PES for the reaction and the validity of the assumption that this reaction is electronically adiabatic (30). The wavepacket approach has matured to the stage where it affordably yields complete dynamical information. Furthermore, the reduced computational effort, relative to the noniterative time-independent basis set expansion methods, establishes the wavepacket approach as a powerful method for predicting the dynamics of systems with high energy or complexity.
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Magnetoferitin: In Vitro Synthesis of a Novel Magnetic Protein
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The iron storage protein ferritin consists of a spherical polypeptide shell (apoferritin) surrounding a 6-nanometer core of the hydrated iron oxide ferrhydrite (\(5Fe_3O_4\cdot9H_2O\)). Previous studies have shown that the in vitro reconstitution of apoferritin yields mineral cores essentially identical to those of the native proteins. A magnetic mineral was synthesized within the nanodimensional cavity of horse spleen ferritin by the use of controlled reconstitution conditions. Transmission electron microscopy and electron diffraction analysis indicate that the entrapped mineral particles are discrete 6-nanometer spherical single crystals of the ferrimagnetic iron oxide magnetite (\(Fe_3O_4\)). The resulting magnetic protein, "magnetoferritin," could have uses in biomedical imaging, cell labeling, and separation procedures.

Although we have synthesized iron sulfide cores in ferritin by in situ reaction of native iron oxide cores with gaseous \(H_2S\) (4), the formation of iron oxide cores other than ferrhydrite has not been achieved (5). Indeed, it has generally been considered that the ferrhydrite structure of the biominerals is functionally important in providing a source of relatively labile iron for metabolic use. To determine the extent of structural specificity of iron oxide mineralization in ferritin, we carried out reconstitution experiments under conditions tailored to the synthesis of \(Fe_3O_4\) (Fig. 1) (6). Iron was removed from native horse spleen ferritin by dialysis against thioglycolic acid at pH 4.5 (7). The resulting apoferritin solution was buffered at pH 8.5 and maintained at a temperature of 55° to 60°C under argon in a water bath. Ten increments of \(Fe(II)\) solution were added over 200 min (8). Slow oxidation was achieved during this procedure by the introduction of air into the solution with a Pasteur pipette. On completion of the \(Fe(II)\) additions, samples of the reconstituted ferritin were taken immediately for transmission electron microscopy (TEM) analysis (9). Several samples were left open to the atmosphere for 15 min before TEM investigation to ascertain their stability to possible oxidation in air. Some of these grids were negatively stained with 1% uranyl acetate solution to determine whether any thermal degradation of the protein had occurred and to verify that the crystals had indeed been produced within the protein shell. Protein-free control reactions, involving an analogous procedure in which 0.15 M saline was substituted for apoferritin, were also undertaken (10).

Addition of \(Fe(II)\) to the apoferritin solutions resulted in an initial increase in turbidity followed by a blackish discoloration after ~1 hour. The final solutions remained black, and no bulk precipitation was observed. Exposure to air resulted in a red-brown coloration within a few minutes. Neither the black nor the red-brown protein solutions responded to a bar magnet placed against the side of the sample container. In contrast, a bulk white precipitate [\(Fe(OH)_2\)] was initially formed in the control reaction, transforming into a green gelatinous deposit and subsequently into a black and magnetic precipitate after 1 hour. The sample remained black under argon and after exposure to the atmosphere for 2 weeks.

Examination of the ferritin and control samples by TEM showed particles of remarkably different size and morphology (Fig. 2). The majority of particles synthesized in the presence of apoferritin were discrete, spherical nanometer-sized crystals (Fig. 2A) of uniform size (mean diameter = 6 nm, \(\sigma = 1.2\) nm). Negative staining showed that the individual particles were surrounded by a protein shell (Fig. 2B), indicating that the discrete crystals were formed specifically within the apoferritin cavity. In contrast, particles formed in the control preparations were aggregated and heterogeneous in size (range = 4 to 70 nm) and morphology (irregular spheroidal, cubic, and cubo-octahedral) (Fig. 2C). Electron diffraction patterns identified the crys-