Abstract
This paper presents an algorithm (SPEAR) for visually estimating the pose and shape of an underwater target without fiducials. The goal is to enable AUV/ROV stationkeeping with respect to targets about which nothing is known a priori. It will also enable relative positioning with respect to any face on the 3-D body. It uses a particle filter to simultaneously track the pose and reconstruct a 3-D point cloud model of the target, based on concepts from the SLAM community (in particular, the FastSLAM algorithm [1], [2]).

The algorithm for target estimation is explained and applied to the case of monocular sensing. Results are given showing successful estimation of an underwater target’s pose along with the 3-D locations of features on the body, based on experiments conducted in Monterey Bay, California with the ROV Ventana and a tethered underwater target.

1 Introduction
This paper presents a novel method for visual estimation of an unknown underwater object (the ‘target’), relative to an AUV/ROV. The algorithm continually estimates relative pose to handle rotating and translating targets (an issue since tethered targets can move unpredictably due to ocean currents). In addition, the algorithm forms and updates an estimate of the 3-D shape of the body (i.e., ‘reconstruction’), so tracking/proximity operations are not constrained by a single view of the target.

This research is motivated by the need for AUV/ROV stationkeeping on objects with no fiducials, or in situations where existing markers have been obscured (for example, by biogrowth). Beyond fiducial-less stationkeeping, a higher-level goal is the ability to command a vehicle to hold station with respect to any particular face on a 3-D target, and slew between distinct faces, as opposed to being limited to one surface. For this reason, online 3-D reconstruction takes place concurrently with relative pose tracking.

The algorithm presented in this paper is inspired by algorithms from the Simultaneous Localization and Mapping (SLAM) field. For this reason, the algorithm is referred to as SLAM-inspired Pose Estimation and Reconstruction (‘SPEAR’) [3]. The SPEAR framework is broad and of use with any vision sensing configuration (i.e., single or multiple cameras). It can be used with either stereo or monocular vision systems. Stereo provides depth data, but involves more complicated image correspondence (matching features between the camera pair as well as matching features over time). Monocular vision is simpler, but estimation techniques must overcome the lack of range data in a single measurement. The choice was made in this research to focus on monocular sensing. Figure 1 illustrates the sensing of a tethered target.

In place of fiducials, the work presented here uses natural image features. While the algorithm is independent of the particular choice of image point features used, SIFT [4] was used due to its invariance properties (which allow for feature tracking/matching through a variety of transformations). SIFT has also been applied previously to robotic ap-
applications in the underwater environment, including SLAM [5] and AUV navigation [6].

2 Background

Much previous vision-based AUV/ROV relative positioning research has relied on known fiducials on the object [7,8]. This necessarily constrains station-keeping to specific targets. Recently an alternative algorithm has been presented [9] in which a user-selected group of natural SIFT features act as the reference marker. It is intended for ROV tele-operation about stationary targets. These methods use for reference a single face of the target, which must remain in view of the camera to determine relative pose.

For broader capability, i.e., the ability to hold station with respect to any face, or slew from one face to another, some information on the shape is necessary. This could come in the form of a CAD model; however, this constrains station-keeping capability to objects for which a priori information is available. Alternatively, the 3-D shape of the target can be visually reconstructed. As the targets are rotating and translating on tethers in the midwater, this reconstruction takes place concurrently with (and thus factors in) the relative pose estimation.

The problem of bearings-only reconstruction of an object up to a scale factor, along with the relative poses of the camera, is addressed in the field of Structure-from-Motion (SFM). However, much of the SFM research focuses on offline, batch processing, to find an optimal solution for the shape and poses based on all the images acquired [10]. While the solution obtained is accurate, an offline batch algorithm is of no use in a real-time estimation/control loop.

There are also SFM algorithms that recursively online process each new image, and might be applied in a real-time situation. The dominant approach to performing recursive SFM has been to use extended Kalman filters (EKFs) [11–13]. However, the selection of an EKF makes a constraining assumption on the probability distribution of the states of the filter, namely, that they are Gaussian-like (i.e., unimodal). In addition, many of these methods have various computational drawbacks, such as requiring inversion of large matrices and/or requiring a batch process for initialization.

More recently, research has been done on particle filter-based SFM, which relaxes the assumption of a Gaussian posterior. Previous particle filter methods either use fiducials for state initialization [14] and periodic state correction [15], or are motivated by issues of unknown feature correspondence between images [16] and have not run in real-time.

The SPEAR algorithm presented here is a SLAM-inspired, efficient particle-filter approach to solving the problem of real-time recursive reconstruction and pose estimation without fiducials or other a priori information. Specifically, the approach is based on the FastSLAM algorithm [1,2,17]. It uses a type of particle filter (known as a Rao-Blackwellized Particle Filter [18]) which efficiently partitions the state space, and appears not to have been used previously in the SFM field.

SPEAR takes advantage of the strong structural similarities between SLAM and the pose estimation and reconstruction task. SLAM refers to the task of determining own-vehicle location/pole along with a map of the vehicle’s surroundings [19]. Where SLAM algorithms are concerned with processing measurements to form a map of the external world, SPEAR is concerned with processing measurements to form a 3-D ‘map’ of a distinct external target. Where SLAM algorithms are concerned with the kinematic states of the own-robot making the measurements, SPEAR is concerned with the kinematic states of the external target.

3 Problem Definition

SPEAR entails two concurrent estimation problems: pose estimation, to determine the kinematic states $\bar{s}$ (which evolve over time), and reconstruction, to determine the 3-D location of the features in the body frame, $\bar{X}$ (constants, since a rigid body is assumed). These are discussed in turn. For notation, the discrete time steps are indexed by $k$, and the features
are distinguished by index \( j \).

### 3.1 Pose Estimation

Pose estimation refers to the filtering of the target’s kinematic state \( \pi \) as it evolves over time. Explicitly, the kinematic state vector at time \( k \) is:

\[
\pi_k = \begin{bmatrix} \phi \theta \psi \omega_x \omega_y \omega_z \end{bmatrix}^T_k
\]

The Euler angles \( \phi, \theta, \psi \) give the rotation to the body frame from the reference frame; \( \omega_x, \omega_y, \omega_z \) form the target’s angular rate vector, expressed in the reference frame; \( \dot{x}_t, \dot{y}_t, \dot{z}_t \) are the position and velocity of the target’s center of rotation in the reference frame. The reference frame can be either the camera’s frame (in which case the position is in non-dimensional coordinates), or an inertial frame if position/orientation sensors are available on the observing AUV/ROV.

The kinematic state’s time evolution is modeled by the following kinematic motion update equation:

\[
\frac{d}{dt} \pi_k = f(\pi_{k-1}) + \pi_p + \pi_c
\]

In Eq. 3, \( R^B_R \) is the rotation matrix which rotates vectors from the reference frame \( R \) into the body frame \( B \).

### 3.2 Reconstruction

SPEAR also reconstructs the target’s 3-D shape; this is represented as a point cloud, with the points being the locations where the observed SIFT features sit on the target. A key assumption is that the target is a rigid body, so that the feature locations are fixed with respect to each other.

The matrix of feature locations on the body is:

\[
X = \begin{bmatrix} X_1 \ X_2 \ \cdots \ X_j \ X_{j+1} \ \cdots \end{bmatrix}
\]

This matrix grows as new features are initialized.

As the object is observed by a calibrated camera, SIFT features are extracted from the images. These measurements \( \gamma \) are in pixel coordinates \((u, v)\). A pinhole model is assumed:

\[
\begin{align*}
\tilde{y}_j &= g(\pi, X_j) + \pi_p \\
\begin{bmatrix} u_j \\ v_j \end{bmatrix} &= \frac{foc}{\tilde{y}_j/cam} \begin{bmatrix} x \\ y \\ z \end{bmatrix}^C_j + \pi_c
\end{align*}
\]

In Eq. 5, \( \pi_c \) is additive Gaussian noise with distribution \( N(0, \sigma^2) \).

The relationship between the feature location w.r.t. the camera in the camera frame \( X^C_j/cam \) and the feature location w.r.t. the target in the target’s body frame \( X_j/B/target \) is given by:

\[
X^C_j/cam = R^C_B \times X^B_j/target + \frac{r^C}{r^B} \times X^C_j/target + \frac{r^C}{r^B} \times \frac{R^C}{R^B} \times \frac{R^R}{R^C} \times \frac{X^R_j/target}{R^R} + \frac{r^C}{r^B} \times \frac{X^C_j/target}{R^C_B} + \frac{r^C}{r^B} \times \frac{r^R}{r^C} \times \frac{X^R_j/target}{R^B}
\]

In Eq. 6, \( R^B_R \) is the rotation matrix which rotates vectors from the body frame \( B \) into the body frame \( R \), and \( R^C_R \) is the rotation matrix which rotates vectors from the reference frame \( R \) into the camera frame \( C \) (if these frames are not the same).

### 4 Algorithm

To solve the estimation problem presented in the previous section, a particle filter is implemented. The particle filter consists of many particles (referred to by index \( i \)), each containing a hypothesis for the kinematic state at the latest time step \( k, \pi^i_k \).
For a given particle, each feature’s position can be estimated independently of the others [1, 21]. This algorithm duplicates the approach of FastSLAM, which has each particle maintain a set of small EKFs, one for each feature. Within each particle \(i\), the distribution \(p(X_j|\bar{z}^{[i]})\) is assumed to be Gaussian, \(N(\bar{p}_j^{[i]}, \Sigma_j^{[i]})\).

Each particle contains \(N\) EKFs; that is, for particle \(i\), every feature \(j\) has a mean \(\bar{p}_j^{[i]}\) and covariance \(\Sigma_j^{[i]}\) to estimate its true 3-D location in the body frame \((X_j)\).

At every time-step, the particle filter proceeds through three distinct updates: a measurement update, a weighting/resampling of the particles based on their likelihoods, and a motion update to predict the kinematic state at the next time step. These are described in turn.

### 4.1 Measurement Updates

The algorithm depends on consistently tracking features over several images. Feature correspondence is handled ‘upstream’ of the filter. Any type of point features can be used. SIFT features [4] were used for the experiments in this paper because they have a few beneficial properties. Each SIFT feature has a unique 128-vector descriptor which greatly aids correspondence. Also, SIFTS are somewhat robust to orientation (including out-of-plane) changes, making them useful for tracking on a rotating body.

During the SPEAR process, a library of previously observed SIFT features is maintained. When a new image is taken, each newly observed SIFT is compared against this library to find a potential match. Three steps are performed to find the correspondence: a pixel window is applied to narrow the search, then the standard SIFT correspondence algorithm is applied [4], and finally a threshold is applied on the dot product between the new SIFT and any potential match. See [3] for more information on the feature correspondence procedure.

To improve the number of SIFT features detected in the underwater environment, Contrast Limited Adaptive Histogram Equalization [22] (CLAHE) is applied to the raw image, prior to feature detection taking place.

The pixel locations \(\bar{z}_j\) of the SIFT features in the image plane are passed to the algorithm as measurements. In the case of monocular vision, a feature’s 3-D location estimate cannot be initialized until the feature has been observed more than once; this is necessary in order to establish range from the bearings-only measurements. The feature initialization [3] is done via least-squares estimation.

To update the features’ 3-D location estimates, the measurement model (Eq. 5) is used to calculate the predicted measurement and its Jacobians:

\[
\hat{z}_j^{[i]} = g(\bar{z}^{[i]}, \bar{p}_j^{[i]})
\]

\[
G_{X_j} = \frac{\partial g}{\partial X_j} |_{\bar{z}^{[i]}, \bar{p}_j^{[i]}}
\]

\[
G_s = \frac{\partial g}{\partial z} |_{\bar{z}^{[i]}, \bar{p}_j^{[i]}}
\]

This is followed by a standard EKF measurement update, performed on the feature’s mean and covariance (Eqns. 10-13). Note that \(r\) is the noise standard deviation. This parameter is a measure of the importance with which the latest measurement is treated.

\[
Q = G_s G_s^T + G_{X_j} \Sigma_j^{[i]} G_{X_j}^T + r^2 I
\]

\[
K = \Sigma_j^{[i]} G_{X_j}^T Q^{-1}
\]

\[
\bar{p}_j^{[i]} = \bar{p}_j^{[i]} + K(z_j - \hat{z}_j^{[i]})
\]

\[
\Sigma_j^{[i]} = (I - KG_{X_j}) \Sigma_j^{[i]}
\]

### 4.2 Particle Weighting and Resampling

Following the measurement update step, the particle filter updates an importance weighting for each of the particles. This is a measure of the likelihood of the particle, given the measurements observed up to the given time step. The importance weighting of particle \(i\) is denoted \(w_j^{[i]}\). There are many choices available for weighting measures. For example, inlier/outlier counts based on pixel error thresholding have been used in previous SFM particle filters [14,16].

Given the choice made above to model \(p(X_j|\bar{z}^{[i]})\) as ‘Gaussian-like’ \(N(\bar{p}_j^{[i]}, \Sigma_j^{[i]})\), a natural choice of weighting is the Gaussian likelihood (as is done in the original FastSLAM algorithm [1,17]). The measurement of feature \(j\), \(\bar{z}_j\), has likelihood denoted \(w_j^{[i]}\), and calculated by:

\[
w_j^{[i]} = |2\pi Q|^{-\frac{1}{2}} \exp \left\{ -\frac{1}{2} (\bar{z}_j - \hat{z}^{[i]})^T Q^{-1} (\bar{z}_j - \hat{z}^{[i]}) \right\}
\]

(14)
The overall likelihood of a specific particle, \( w[i] \), is the cumulative likelihoods of that particle’s measurements:

\[
    w[i] = \prod_j w[j] 
\]

(15)

Periodically, the particles are resampled, in order to remove the least likely hypotheses, and focus on the most likely. This algorithm resamples based on a calculation of effective sample size \( N_{eff} \) [18]:

\[
    N_{eff} = \frac{1}{\sum_i (w[i])^2} 
\]

(16)

When \( N_{eff} \) is less than half the total number of particles, resampling takes place. In order to resample efficiently, low-variance resampling is used [17]. After resampling, all particles are set to equal weight.

### 4.3 Motion Updates

For each particle \( i \), the proposed kinematic state \( \overline{s}_{i(k+1)} \) for the next time-step is drawn from the following proposal distribution:

\[
    \overline{s}_{i(k+1)} \sim \mathcal{F}(f(s_{i(k)}), (\Sigma_{i}^{[prop]}(1,1))^{-1}) 
\]

(17)

This proposal distribution is a Fisher distribution over the Euler angles, and a Gaussian distribution over the other components of the kinematic state vector. It takes into account a motion model prediction \( f(s_{i(k)}) \), as well as the latest measurements taken \( (\overline{z}_{j(k+1)}) \) [2]. The covariance \( (\Sigma_{i}^{[prop]}) \) and mean \( (\mu_{i}^{[prop]}) \) of the proposal distribution are:

\[
    \Sigma_{i}^{[prop]} = \left[ \sum_j G_{s}^{[i]} T (Q_{j}^{[i]})^{-1} G_{s}^{[i]} + P^{-1} \right]^{-1} 
\]

(18)

\[
    \mu_{i}^{[prop]} = \Sigma_{i}^{[prop]} \sum_j G_{s}^{[i]} T (Q_{j}^{[i]})^{-1} (\overline{z}_{j} - \overline{z}_{j}) + f(\overline{s}_{k}) 
\]

(19)

where:

\[
    \overline{z}_{j} = g(f(\overline{s}_{k}^{[i]}), \overline{p}_{j}^{[i]}) 
\]

(20)

\[
    \tilde{G}_{Xj} = \frac{\partial g}{\partial X_j}(f(\overline{s}_{k}^{[i]}), \overline{p}_{j}^{[i]}) 
\]

(21)

\[
    Q_{j}^{[i]} = R_{prop} + \tilde{G}_{Xj} \Sigma_{j}^{[i]} \tilde{G}_{Xj}^{T} 
\]

(23)

Once the kinematic states have been proposed, the filter then advances to the next time-step and begins the measurement update again.

### 5 Experiments

Field testing was conducted in conjunction with the Monterey Bay Aquarium Research Institute (MBARI). Using the MBARI research vessel *Point Lobos* and the ROV *Ventana* (shown in Figures 2 and 3), underwater tethered targets were imaged.

An example of an underwater target of interest is shown in Figure 4. No *a priori* information exists, and autonomous proximity operations are desired. The purpose of the field experiments is to track its pose in the water while simultaneously reconstructing the shape of the target (a precursor to positioning control algorithms).
A set of images was obtained with the main science camera on *Ventana*, at 10 Hz rate. Samples of the sequence of 150 images, at 1 second intervals, are shown in Figure 5.

Figures 6, 7, 8, 9, and 10 present the results of applying particle filter SPEAR on the set of images above. The reconstructed target is shown in Figure 6; compared with the views of the target shown in Figure 5, it shows accurate representation of the 3-D shape.

The relative pose estimate time history is shown in Figures 7-10. Figure 7 shows the Euler angles, Figure 8 shows the angular rates, Figure 9 shows the position, and Figure 10 shows the velocity.

6 Summary

A technique has been presented to estimate the pose and 3-D shape simultaneously of an underwater tethered object. The algorithm described here is based on an efficient particle filter algorithm from the SLAM community (FastSLAM). In particular, the algorithm was applied to a problem with bearings-only measurements and no *a priori* information about the target.

The results show the successful estimation of an underwater target’s shape and pose, validating the particle filter approach of FastSLAM as an effective tool for the SPEAR problem.
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