Electric Field Modulation of Electron Transfer Reaction Rates in Isotropic Systems: Long-Distance Charge Recombination in Photosynthetic Reaction Centers
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A general method is demonstrated for experimentally obtaining the rate constant of electron transfer as a function of the free energy of the reaction in nonoriented systems. An external electric field is used to modulate the energy levels of dipolar states and thereby affect the electron-transfer rate. The method is valid for any electron-transfer system which has a fixed distance between the donor and acceptor. The method is employed to obtain the experimental rate vs applied electric field curve of the charge recombination reaction between the oxidized special pair electron donor and the reduced ubihydroquinone acceptor in bacterial reaction centers of *Rb. sphaeroides* at 80 K. The experimental rate vs electric field curve is shown to be equivalent to the rate vs free energy curve when it is linearly scaled by the dipole moment of the charge-transfer state and the local field correction. The reaction is biexponential at zero field, and possible mechanisms that could give rise to two populations in the context of the electric field effect is discussed. The Langevin free energy curve for describing the two processes is compared to several theoretical models for the rate constant. The apparent absence of structure due to quantum mechanical resonances in the experimentally determined energy gap law is addressed, and calculations based only on the free energy dependence of the Franck-Condon factors are contrasted with a model including superexchange in the electronic coupling.

Introduction

The relationship between the rate constant and the free energy change for an electron-transfer reaction has been the subject of widespread theoretical and experimental interest.1,2 One experimental approach to this question involves the application of an external electric field which changes the energy of the dipolar charge-separated state depending on the orientation of its electric dipole moment relative to the field. If the sample is oriented and immobilized, the free energy change, $\Delta G^e$, can be tuned by increasing the electric field strength leading to a change in the rate, $k_e$. The energy of a 100 D dipole (charge separation of about 20 Å) aligned with an electric field of $1 \times 10^5$ V cm$^{-1}$ is decreased by about 200 meV relative to zero field. If the dipoles are immobilized but not oriented, a situation which is easily realized for many systems, application of a field will produce a spread in $\Delta G^e$ values around the zero-field value, and consequently a spread in $k_e$. This spread in rates is highly sensitive to the dependence of $k_e$ on $\Delta G^e$ for an electron-transfer system as we have shown earlier in model calculations.3,4 In this paper we demonstrate that an electric field effect on the electron-transfer kinetics for an isotropic, immobilized sample is readily observed and can be used to obtain the relationship between $k_e$ and $\Delta G^e$.

We have chosen the charge recombination reaction between the oxidized primary electron donor or special pair (denoted P) and the reduced ubiquinone electron acceptor (denoted QA) in *Rb. sphaeroides* photosynthetic reaction centers (RCs) for a number of reasons. First, as shown in Figure 1, electron transfer is initiated by photoexcitation of P which reacts rapidly to form the state $P^\cdot H^+QA^-$ (where H is bacteriopheophytin$^-$): the electron on $H^+$ moves on to QA to form $P^\cdot HQA^-$ with an overall quantum yield approaching unity.5 The recombination charge-transfer reaction from $P^\cdot HQA^-$ to the ground-state PHQA can be conveniently monitored by observing the bleach in the absorption band of the donor P which is centered at 870 nm. Second, since P and QA are separated by about 25 Å (center-to-center distance$^7$?), the $P^\cdot QA^-$ dipole moment is approximately 130 D, and the energy of this state can be varied by nearly $\pm 300$ meV with fields available in the laboratory. Third, the kinetics of the $P^\cdot QA^- \rightarrow PHQA$ recombination reaction have been extensively characterized.6,7 The reaction is relatively slow and speeds up somewhat as the temperature is lowered [$k_e = 2 \times 10^3$ s$^{-1}$ at 298 K and 39 s$^{-1}$ at 77 K in poly(vinyl alcohol) matrices] so very high signal-to-noise decay kinetics can be obtained over a wide temperature range. Finally, there have been two previous studies of electric field effects on this reaction in oriented systems at room temperature. Feher and co-workers inserted RCs into lipid bilayers and measured the effect of an applied transmembrane potential on the recombination rate at room temperature.1,2,13 Popovic and co-workers studied RCs in Langmuir-Blodgett monolayers sandwiched between electrodes.14,15 The quantitative results from these labs were very different, and the origin of this difference is not known, so an independent approach is desirable. As pointed out in detail by the authors in ref 13, there are several potential problems with bilayer samples including uncertainty and heterogeneity in the degree of insertion of the RC into the bilayer. Likewise there are shortcomings to the Langmuir-Blodgett samples including uncertainty and heterogeneity in the thickness of the monolayer and mosaic spread.

As described below, our isotropic samples avoid these problems; however, the electric field effects on the electron-transfer process-to-distance is the distance between the geometric center of the special pair P and the center of the quinone acceptor (menadione) in *Rps. viridis* at room temperature. We have assumed that the distance in *Rb. sphaeroides* is the same as in *Rps. viridis*.1,2,13
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(8) The center-to-distance is the distance between the geometric center of the special pair P and the center of the quinone acceptor (menadione) in *Rps. viridis* at room temperature. We have assumed that the distance in *Rb. sphaeroides* is the same as in *Rps. viridis*.1,2,13
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kinetics in isotropic samples are much smaller than for the oriented samples, and more numerical analysis is required in order to extract information on the dependence of the rate of electron transfer on free energy. In the following we demonstrate that a quantitative analysis is quite straightforward and that the ease of sample preparation and applicability over a wide temperature range makes this a potentially useful method for studies of electron-transfer reactions in general.\textsuperscript{16}

Experimental Section

Reaction centers from \textit{Rb. sphaeroides} R-26 were obtained by standard methods\textsuperscript{16} and contain a single ubiquinone. Samples were prepared by spin coating solutions containing RCs [10 mM Tris, pH 8.0, 0.025\% lauryldimethylamine oxide detergent (LDAO) in 18\% (w/v) poly(vinyl alcohol) (PVA, average MW = 125000, Aldrich)] onto glass slides coated with indium tin oxide (ITO) (>85\% transparency in the 500-1000-nm range, conductance > 1.25 \times 10^{-3} \Omega \cdot \text{cm}, 0.17 \mu \text{m thick}). Samples were spun on a photore sist spinner (Headway Research Instruments) at a rate of 3600-4600 rpm using 90 ± 10 \mu L of the viscous PVA solution for a sample with an electrode area of about 1 cm\textsuperscript{2}.

Different samples had thicknesses ranging from 3.0 ± 0.1 to 10.0 ± 0.3 \mu m as measured with a Sloan Dektak IIb thickness measuring system (precision ±0.1 \mu m) and had optical densities ranging from 0.02 to 0.1 at 870 nm. The thinnest samples were the most homogeneous and often had no detectable surface features within the accuracy of the Dektak. The second electrode was prepared by evaporating 0.3 \mu m of Al onto the polymer film.

The samples were placed in a closed-cycle helium refrigerator in a copper sample holder designed to allow thermal contact with the cold finger through the aluminum electrode. Data were collected for 3-5-min periods while the compressor was turned off to reduce the noise. The temperature rise during these time periods was less than 2.0 K as determined by a gold-constantan thermocouple near the sample. The sample was excited by using the frequency-doubled output of a Nd:YAG laser (pulse width <10 ns) resulting in a bleach of the 870-nm band which was less than 70\% of saturation. The time course of the kinetics was not affected by changes in the excitation laser power. The probe beam was reflected off the aluminum electrode at 16.4\degree C.

Results and Methods of Analysis

The effects of increasing an applied electric field on the P^+Q^-\textsuperscript{−} charge recombination kinetics at 80 K are shown in Figure 2. The bottom trace in Figure 2 is the zero field data. The electric field modulation effect is small and grows as the applied field strength increases. In Figure 3 the data are displayed as difference decays for field-on minus field-off (referred to as difference decays in the following).

\textsuperscript{16} For example, we have recently measured the effects of an electric field on the initial charge separation kinetics in RCs on a picosecond time scale in an isotropic sample: Lockhart, D. J.; Kirmayer, C.; Holten, D.; Boxer, S. G. \textit{J. Phys. Chem.}, in press.
which are normalized to the zero field initial amplitude of the bleach. The decay is slower at all times with the field on than with the field off for all field strengths. Note that the difference reaches a maximum at slightly greater than one $1/e$ time of a single-exponential fit to the data (see below). Differences as large as 7% of the initial amplitude are observed at an applied field of $1.2 \times 10^5$ V/cm. Qualitatively similar results were obtained between 20 and 100 K, although the overall slowing down of the reaction is slightly larger at lower temperature. Markedly different results are observed at higher temperatures due to charge recombination via an activated pathway; this will be discussed in detail in a subsequent paper. At the highest fields the difference decay does not return completely to a zero base line at long times. The difference decay was observed to return to a constant value after 15 $1/e$ times of the zero-field decay (one $1/e$ time = 25 ms for the purpose of discussion, see below). The offset was constant for as long as the field was applied. This was tested for times as long as 1.2 s (about 50 $1/e$ times of the zero-field decay). The magnitude of the offset was 1.5% of the initial amplitude of the bleach at the highest field applied ($1.2 \times 10^5$ V/cm). When the field is turned off, the return of the electric-field-induced offset to the zero-field base line was observed to have a rate constant of roughly 100 s$^{-1}$. If the field is applied in the absence of a laser flash there was a gradual change in the signal on the millisecond time scale which was smaller than the offset observed in the presence of the flash. The origin of the effect is at present uncertain. The base-line offset is both field and temperature dependent and is being investigated currently. If it can be shown that the offset is due to the change in equilibrium concentration of a known dipolar state in the presence of the field, such an offset can be used to calibrate the zero field strength. Measurements of this type are a potential means of determining the local field correction (discussed in detail below). The absorption Stark effect (see below) can be excluded as the origin of these offsets because traces with the field applied but without a laser flash showed no instantaneous change in absorption when the field was turned on. No change in the base line could be detected when a field of $1 \times 10^5$ V/cm was applied to a blank PVA film prepared identically to the sample suggesting that the effect is not due to electrostriction. Electrostriction is given by the equation $V/\delta P = \gamma V/\delta P_{\text{ext}} = -1/(4\pi \epsilon_0 \epsilon r P_{\text{ext}})$, where $V$ is the volume, $P$ is the pressure, and $\epsilon$ is the optical dielectric constant. Electrostriction may cause an offset due a change in the index of refraction of the PVA which would change the angle of refraction and therefore the path length through the sample. Regardless of the origin, it is clear that these offsets do not contribute to the change in the kinetics with an applied electric field, because the kinetic trace decays to a level which is constant over a time exceeding 25 $1/e$ times of the zero-field decay (from 0.4 to 1.2 s). Therefore, the longtime base line was subtracted prior to calculation of the normalized difference decays. The subtracted base line was obtained by averaging 75 points at a time longer than 0.4 s (i.e., at the longest time possible depending on the data set), thus requiring all of the difference decays to return to zero by about 0.4 s. The integrated area of the difference decays was found to be proportional to the square of the applied electric field. This field dependence alone indicates that the $k_{\text{et}}$ vs $\Delta G^e$ curve will have an approximately Gaussian shape. Although we refer to the functional form as $k_{\text{et}}$ vs $\Delta G^e$, in the text, all figures depicting this dependence will show the logarithm of the rate as a function of free energy (log $k_{\text{et}}$ vs $\Delta G^e$).

**Approach to Data Analysis.** We shall extract the form of the $k_{\text{et}}$ vs $F_{\text{int}}$ curve from the raw data (difference decays) by assuming that this curve is well represented by a cumulant expansion (see below) and adjusting the cumulants for a best fit. This is justifiable a posteriori by the fact that only a few cumulants are needed for a good fit. This method is completely general and can be used for any electron-transfer system. In order to interpret this particular system we make the following common assumptions: (i) the field only affects the energy of the P$^+$QA$^-$ state dipole; that is, possible effects of the field on the ground state, the reorganization energy, and the zero-order electron wave functions are ignored. We specifically address the electric field dependence of the electronic coupling matrix element due to coupled excited states to second order (superexchange) in the Discussion section. (ii) The interaction energy between the electric field and the P$^+$QA$^-$ dipole moment represents a contribution to the free energy of the charge separated state P$^+$QA$. (iii) There are no other pathways in the decay of P$^+$QA$^-$ to the ground state at 80 K up to the highest fields; that is, we do not consider activated back reactions through other states. (iv) Electron transfer is the rate-limiting step in the recombination of P$^+$QA$^-$. The distribution of electron-transfer rates induced by the field is treated by using a cumulant expansion of each rate in powers of the energy of interaction $\Delta G^e$ between the P$^+$QA$^-$ dipole $\mu$ and the electric field $F_{\text{int}}$, where $\Delta G^e = -\mu F_{\text{int}} \cos \theta$, and $\theta$ is the angle between $\mu$ and the internal field $F_{\text{int}}$ (see below). A cumulant expansion is a statistical distribution function which represents deviations from a Gaussian distribution by adding terms of higher order than quadratic in the exponent. The modified rate constant at a given orientation and field is given by

$$k_{\text{et}}(F_{\text{int}}, \theta) = \exp \left( \sum_{n=0}^{\infty} c_n \Delta G^e \right)$$

where the zero-field rate constant is given by $k_{\text{et}}(F_{\text{int}} = 0) = \exp(c_0)$. Equation (1) is simply the representation of the logarithm of the rate constant by a general polynomial. The high-temperature limit of the $k_{\text{et}}$ vs $\Delta G^e$ curve has a Gaussian form, and thus it is well represented by a cumulant expansion with terms up to $\Delta G^e$. At lower temperatures the form of the dependence is not predicted to be purely Gaussian and this deviation can be represented by higher order terms in the cumulant expansion. The cumulants $c_n$ can be related to the moments of an expansion of the rate constant on powers of the free energy, and the shape of the curve they describe can be compared with the shape predicted by the cumulant expansion. This allows various theories and also levels of approximation within one theory to be tested. The relationship between the moments and the cumulants is well-known in the stochastic rate theory, and it suggests that the number of moments which can be obtained in any fit to theory cannot exceed the number of cumulants determined by the data analysis. The value of the linear term in the electric field $P_1$ (which is the slope of the rate vs energy curve at zero field) can be simply related to the electrochemical transfer coefficient (see Appendix).

For the case that the P$^+$QA$^-$ decay rate constant is well described by a single exponential at zero field, application of the field shifts the value of the decay rate constant to a new value depending on the angle $\theta$. The experimentally observed difference decay curves can be fit to the orientation averaged difference decay function

$$\Delta A(t) = A_0 \left[ \sum_{n=0}^{N} c_n \exp \left( -\mu F_{\text{int}} \cos \theta \right) \right] (1 - \exp(\mu F_{\text{int}} \cos \theta))$$

using the Marquardt algorithm for nonlinear least-squares fitting. The parameter $P_0$ is obtained from the zero-field fit of the data to a single exponential. The parameters $P_n$ resulting from the fit describe the shape of the distribution of rates as a function of energy for the process. In the fit the sign of the even-numbered terms $P_2, P_4, \text{etc}.$ is absolute, whereas all of the odd-numbered terms when multiplied by $-1$ give the same result. The correct sign can be determined by comparison with other information (the determination of the sign of the odd-numbered terms in the cumulant expansion is equivalent to determining the direction of orientation in an oriented sample). The parameters $P_n$ are obtained
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by fitting a set of difference decay curves obtained at many electric field values simultaneously and requiring that the parameters are globally valid for all of the fields. As long as the number of field values is large enough, the problem is overdetermined. We stress that the determination of the rate vs interaction energy curve is determined in this way is an experimental quantity and is free from theoretical modeling. Starting with the data, which is described by a function of time $\Delta A(t)$, one obtains the distribution function $k g(F_{\text{int}})\theta$ which satisfies eq 2.

**Local Field Correction.** The internal field $F_{\text{int}}$ is the electric field actually experienced by the $P^\ast Q_\ast^\ast$ dipole in the medium in response to the externally applied electric field $F_{\text{ext}}$. The internal field can in principle be related to the external field $F_{\text{ext}}$ by the local field correction $f$ (assumed to be a scalar):

$$F_{\text{int}} = f F_{\text{ext}}$$

(3)

In the absence of detailed information concerning the dielectric constant in the vicinity of the $P^\ast Q_\ast^\ast$ dipole, estimation of the local field correction is problematic. The factor $f$ is dependent on the model used (e.g., spherical cavity approximation $f = 3/(2 + 1)$). Variations of the spherical cavity approximation to include the geometry of the molecule are the most common expressions for the local field correction. An excellent discussion of the mathematical treatment of the effect of the local field on experimental observables can be found in Liphty. The treatment of multiple dielectric constants is available in Böttcher and in a detailed treatment by Pethig. Typical values of the local field correction for nonpolar molecules in a moderately polar solvent range between 1.0 and 1.3, using the spherical cavity approximation. In this paper we will assume $f = 1.0$ for the purpose of calculation. The consequences of a local field correction not equal to 1 can be explored by scaling the experimental $k_{\text{ext}}$ vs $F_{\text{ext}}$ curve once it is obtained. The reorientation of dipoles and the migration of charged groups in response to the $P^\ast Q_\ast^\ast$ dipole also create an electric field, as does the static charge distribution in the vicinity of the $P^\ast Q_\ast^\ast$ dipole, estimation of which is not unity, and the appropriate correction must be applied.

Thus, particularly for hydrated samples, measurements of the sample thickness and $F_{\text{ext}}$ via the capacitance may contain a substantial systematic error, much greater than the uncertainty in $f$ which must also be considered after the value for $F_{\text{int}}$ is known.

**Angle Dependence.** The formalism developed thus far is a general one for isotropic systems. Equation 2 is valid for isotropic systems if both the excitation and the probe light in an optical experiment are isotropic. In the case of RCs, excitation with 532-nm light (see Experimental Section) results in very nearly isotropic excitation, however, the probe beam is not isotropic. The absorption probability as a function of angle in the sample is not unity, and the appropriate correction must be applied.

The orientation averaged dot product of the electric vector of the probe light $e$ and the transition dipole moment $p$ is $\langle e\cdot p \rangle^2$. If the direction of the externally applied field is taken to define the $Z$ axis in the lab frame and the $P^\ast Q_\ast^\ast$ dipole vector lies along the $Z$ axis in the molecular frame, the angle connecting these two axes is $\theta$. We define the angle between the $P^\ast Q_\ast^\ast$ dipole and the transition dipole moment of P as $\beta$ in the molecular frame. The polarization of the probe beam is defined relative to the lab $Z$ axis. The weighting factor for vertically polarized light is

$$\langle (e\cdot p)^2 \rangle = \cos^2 \beta (1 + \cos^2 \theta) / 4 + \cos^2 \beta \sin^2 \theta / 2$$

(4)

Defining the angle $\chi$ as the angle between the direction of propagation of the probe light and the external electric field vector, the weighting factor for horizontally polarized light is

$$\langle (e\cdot p)^2 \rangle = \cos^2 \chi \rangle$$

(5)

The angle $\beta$ was estimated from the crystal structure of *R. viridis* to be 82°, using the assumption that the transition dipole moment of the primary electron donor lies in a plane parallel to the macrocycle planes and bisecting the angle between the monomeric *Q* transitions. The angle of incidence of the probe beam was 25° with respect to the normal of the sample surface which was corrected using Snell’s law to calculate the refracted angle, yielding an experimental angle $\chi$ equal to 16.4° (the index of refraction of the PVA was taken to be 1.5). For unpolarized probe light the angle-dependent factor is the average of (4) and (5).

**Absorption Stark Effect.** If a probe beam whose bandwidth is narrow relative to the absorption bandwidth of P (fwhm $\approx 580$ cm$^{-1}$) is used to probe the bleached absorption band of P (see Experimental Section), a pronounced absorption change is observed at all times in the presence of an external electric field. This electric-field-induced absorption change was observed in the absence of the flash and has a rise time equal to that of the high voltage. The wavelength dependence of the offset was determined by using a monochromator and had the same zero crossings as the well-characterized absorption Stark effect. Both this dc Stark effect and the conventional ac Stark effect were found to be quadratic in field. Although the absorption Stark effect can be accounted for quantitatively in the analysis of the difference decays, it complicates the analysis. The absorption Stark effect
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TABLE 1: Terms in the Cumulant Expansion and Error Analysis$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$P_n$</th>
<th>$\sigma_P$</th>
<th>$(P_n)\Delta G_{\text{max}}^\text{a}$</th>
<th>$Q_n$</th>
<th>$\sigma_Q$</th>
<th>$(Q_n)\Delta G_{\text{max}}^\text{a}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.8785</td>
<td>0.01139</td>
<td>1.8785</td>
<td>1.3319</td>
<td>0.01983</td>
<td>1.3319</td>
</tr>
<tr>
<td>1</td>
<td>-0.7283</td>
<td>0.06454</td>
<td>-0.2184</td>
<td>-0.3047</td>
<td>0.11827</td>
<td>-0.0914</td>
</tr>
<tr>
<td>2</td>
<td>-2.4882</td>
<td>0.10843</td>
<td>-0.3139</td>
<td>-1.8978</td>
<td>0.18700</td>
<td>-0.0170</td>
</tr>
<tr>
<td>3</td>
<td>-1.2335</td>
<td>1.50582</td>
<td>-0.0333</td>
<td>-6.6499</td>
<td>2.27641</td>
<td>-0.1795</td>
</tr>
<tr>
<td>4</td>
<td>5.4863</td>
<td>2.50575</td>
<td>0.0371</td>
<td>1.2136</td>
<td>3.54321</td>
<td>0.0998</td>
</tr>
</tbody>
</table>

The terms $P_n$ are the parameters which fit the cumulant expansion for population 1 and $Q_n$ are those which fit for process 2 and are given in units of eV$^{-1}$. The root mean square error of each parameter is given in the columns $\sigma_P$ and $\sigma_Q$. Columns 4 and 7 show the values of the terms when evaluated at the highest field. The interaction energy at the highest field is $\Delta G_{\text{max}}^\text{a} = 0.3$ eV. These two columns show the convergence of the series since the values represent the maximum value the term can have.

The line shape of $P$ is reasonably well approximated by the second derivative of the absorption; therefore, if the probe beam spectral bandwidth covers the entire absorption band, the absorption Stark effect averages to zero. At the highest applied field ($1.2 \times 10^6$ V/cm), using the broad-band probe centered at 880 nm (see Experimental Section), we observed an absorption change in the absorption band, the absorption Stark effect is of the same order of magnitude as the effect on the line shape of $P$. Allowing for the electric field in an oriented sample as well as in an isotropic sample, the charge-transfer dipole there will be an upper and a lower bound to the function value as calculated in (1). The resulting bounding curves represent one standard deviation from the experimental curve at each point along that curve. The magnitude of the
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standard deviation can be calculated from the equation

$$\sigma[k_{\text{eff}}(F_{\text{ext}})] = \sqrt{[k_{\text{eff}}(F_{\text{ext}})]}$$

(9)

The error curves are shown in Figure 4 as dashed lines above and below the experimental $k_{\text{eff}}$ vs $F_{\text{ext}}$ curve. The errors are smaller near the zero-field rate than at the extremes covered by the field, because the effect near zero field is sampled with each application of the field, while the effect at the extremes is only sampled with the highest applied fields.

This discussion has ignored the experimental error in the applied electric field. There is a small error due to the uncertainty in the thickness and the applied voltage. The uncertainty in both of these quantities is very small and changes the error curves very little. There is a larger source of uncertainty in the electric field due to the fact that the local field correction $f$ is not known precisely. The value of the local field correction affects all of the quantitative results in the present paper. The consequences of this source of uncertainty are considered in detail in the Discussion section.

Analysis of the Zero Field $P^{\text{+}}Q_{\text{+}}^{\text{+}}$ Decay. Although the $P^{\text{+}}Q_{\text{+}}^{\text{+}}$ recombination kinetics fit well to a single exponential in solution at room temperature, it has been observed in careful measurements that the decay is not single exponential at low temperature.\(^{(11)}\) Likewise in the PVA film samples, the fit to a single exponential is not good, though the best fit to a single exponential gives a rate constant of 39.0 s\(^{-1}\) which is the value often quoted in the literature at 80 K.\(^{(38)}\) The data can be much better fit by using a power law as has been described earlier\(^{(11)}\) or two exponentials.\(^{(39-41)}\) The result of a power law fit to our data at zero field is very similar to that reported previously\(^{(41)}\) for RCs cooled in the dark to 77 K in glycerol. The result of a fit of our data to two exponentials is very similar to values reported in the literature in glycerol/water glasses or PVA.\(^{(39,40)}\) A fit to two exponentials is better than a power law fit, but the difference in the $\chi^2$ values is very small. The analysis of the electromodulated signal depends on the nature of the zero-field signal. In order to decide between models which fit the zero-field data equally well, the possible choices were examined as a function of field.

Decays obtained at a number of different electric field values were fit to a power law:

$$k = (1 + R/eF)^n$$

(10)

The value of $n$ was found to decrease with increasing field, while the value of $1/R$ increases. In the power law model, the parameter $n$ is proportional to the full width at half-maximum (fwhm) of the distribution. For an isotropic sample one expects that an electric field should create a distribution of energies for every site energy at zero field, but the distribution of site energies in the sample can only become broader in an electric field. The observation that the best fit values of $n$ decrease with increasing field suggests that whatever distribution of rates is present at zero field is becoming narrower as the field increases. This is physically unreasonable, though it could be possible if the electric field affects the reorganization energy or zero-order wave functions. For this reason we prefer not to use a power law expression for the analysis of electric field modulation data. Following the work of many other investigators,\(^{(39-42)}\) we have analyzed the $P^{\text{+}}Q_{\text{+}}^{\text{+}}$ recombination kinetics as a double exponential and treat the two decays as corresponding to two populations of RCs: population 1 which has the faster recombination rate and population 2 which has the slower rate. The slow component and fast component were found to have relative amplitudes of 62% and 38% (±6%), respectively. These values compare well with the relative amplitudes of 65% and 35% for the slow and fast components obtained for the recombination rate at pH 9 for RCs of Rb. viridis studied in detail by Sebban and Wraight.\(^{(41)}\) The relative amplitudes can also be compared to the values 55% and 45% for the slow and fast components at pH 8 obtained for anthraquinone containing RCs of Rps. sphaeroides.\(^{(42)}\) Possible origins for these populations are discussed below.

Treatment of the Data. Using the result that the zero-field kinetics are biexponential, we can extend the method outlined above to allow two $k_{\text{eff}}$ vs applied field curves to be calculated. The parameters for the faster process (population 1) are denoted $P_0$ and those for the slower process (population 2) are denoted $Q_0$. The equation used for the biexponential fit is an extension of eq 2:

$$\Delta A(t) = A_0 \int_0^t \left[ \left( P_0 e^{t/F_{\text{ext}}} - P_0 e^{3t/F_{\text{ext}}} \right) + B_0 \left( e^{t/F_{\text{ext}}} - 1 \right) \right] d(t/F_{\text{ext}})$$

(11)

The choice of the number of parameters to include in the cumulant expansion was facilitated by the observed quadratic field dependence of the integrated area of the difference decays. Expansion of the cumulant expansion in powers of electric field demonstrates that a quadratic field dependence implies that $P_0$ and $Q_0$ will be the dominant terms (i.e., the shape will be approximately Gaussian). Initially four terms were used in each cumulant expansion since there may still be a small contribution from the third and fourth term. The zero-field decay was fit separately to obtain the value of $P_0$ and $Q_0$ and the ratio of the amplitudes. These values were fixed, and the first four terms in the cumulant expansion of each of the rates were used as global fitting parameters at all values of the electric field simultaneously for a given data set. The difference decay data were fit over an average of 21 data sets, which were fit simultaneously in each of the data sets, we regard this as an acceptable fit. The parameters obtained from the average of 21 data sets are shown in Table I with their root mean square errors. The best fit of eq 11 to the data is shown by the calculated curves in Figure 3. The resultant experimental $k_{\text{eff}}$ vs applied field curves for both processes and their error bounds are shown in Figure 4.

The fits were also carried out with as many as 10 parameters in each expansion. The result was only a small change in the shape of the rate vs free energy curve over most of the field values as compared with the fit using four parameters. The value of reduced $x^2$ was changed only negligibly by the addition of terms above the four used for the initial fit. The value of parameter $P_0$ was found to be relatively insensitive to the number of parameters used, and this fact may be convenient for systems which have a small charge-transfer dipole (see appendix). Valuable information can still be extracted even when only a small piece of the $k_{\text{eff}}$ vs applied field curve is obtained in the experiment.

The signs of the odd-numbered parameters are not uniquely determined by the fit and were determined based on the data presented by Feher and co-workers.\(^{(13)}\) That experiment was conducted on an oriented sample, and the absolute sign of the field was determined. In general, one can determine the sign if a rough estimate of the reorganization energy is available so that one knows if the free energy of the reaction at zero field is larger or smaller than the first reorganization energy. For example, the presence of charge-transfer emission is a clear sign that the reorganization energy is smaller than $\Delta G^2$. The reorganization energy can be calculated crudely for a large number of reactions by using the
activation energy obtained from the temperature dependence.

Discussion

Experiments designed to probe the dependence of rate on free energy have often relied upon comparisons of different donor/acceptor pairs with different free energies of reaction. Each donor/acceptor pair represents a point on the $k_3$ vs $\Delta G^\circ$ curve. The experimental results in Figure 4 give a continuous rate vs free energy curve using the assumption that the interaction energy in the field is $\Delta U = -\mu F \cos \theta$ and the interaction energy is equal to the change in free energy (see next section). The information in Figure 4 can be used to study the details of coupling in the electron-transfer system and to examine the applicability of different theories of electron transfer.

The curves shown in Figure 4 show that the faster rate is more sensitive to the electric field. In both cases the reorganization energy is not equal to the free energy of reaction. One can conclude immediately that charge recombination in RCs is not activationless as has been often assumed due to its mild temperature dependence.

The experimental curves in Figure 4 are smooth and lack features that might indicate quantum interference effects. The fit to a large number of parameters (10 for each process) in the cumulant expansion failed to show evidence of well-defined structure in the $k_3$ vs electric field curve. The slower rate process of population 2 has a more peculiar electric field dependence than that of population 1. However, the shape of the curve due to population 2 does not resemble vibrational structure. This observation suggests that strong coupling to a single high-frequency mode will not account for the data.

General Theoretical Considerations. The experimental results in Figure 4 show the change in rate as an external electric field is applied. The top axis in Figure 4 is the interaction energy of the $P^+ Q^- \rightarrow P^- Q^+$ dipole in the field. If the local field correction has a value other than unity or the magnitude of the $P^+ Q^- \rightarrow P^- Q^+$ dipole moment were different from that calculated by using the crystal structure data, the result could be scaled by multiplying the abscissa by the appropriate factor.

If the electric field does not introduce a volume change or a change in the frequencies of the vibrations relevant to the electron-transfer reaction, the internal energy change due to the external field is a bulk phenomenon which affects both the initial and final states equally in a sufficiently dilute sample, and therefore the volume change due to electrostriction can be neglected. The interaction of the field with microscopic volume changes in the RC itself is at present unknown, and we will assume that they are negligible in a polymer matrix at low temperature. In accordance with assumption (i) discussed at the outset it is assumed that the wave functions in the molecules are not significantly perturbed by the external field and therefore their vibrational frequencies are not altered. As a result the equation

$$\Delta G(F_m) = \Delta U(F_m)$$

will be assumed to hold as stated in assumption (ii).

The quantities in the rate constant which are dependent on the free energy will be affected by the external field. By use of the Fermi Golden Rule expression and the Born–Oppenheimer approximation the rate constant for electron transfer can be expressed as

$$k = (4\pi^2/h)V^2 FC$$

where $V$ is the electronic coupling matrix element ($V^2$ is the electronic factor) and $FC$ is the vibrational overlap integral squared (Franck–Condon factor). The dependence of the Franck–Condon factors on $\Delta G^\circ$ is described by all electron-transfer theories. The location of the transition state in the space of the nuclear coordinates is also dependent on $\Delta G^\circ$. The electronic matrix element $V$ is proportional to the overlap of the electronic wave functions which are a function of the nuclear coordinates. Consequently, $V$ itself may depend on $\Delta G^\circ$, which is a breakdown of the Condon approximation. In such cases, 13 is no longer valid because it is not possible to separate the electronic and nuclear terms.

The experimental results yield information which pertains to both the electronic and vibrational parts of the rate expression in (13). The experimental rate vs free energy curve can be compared to the shape of theoretical models for the FC factor or a model including the free energy dependence of the superexchange matrix element.

Free Energy Dependence of the Franck–Condon Factors. There are a variety of levels of approximation which can be used to calculate the FC factors. We first consider the Marcus theory (dielectric continuum theory) with

$$k_3 = V^2/(4\pi^2/h) \int \exp\left(-\Delta G^\circ/kT\right)^2 \exp\left[-(\Delta G^\circ/4\lambda kT)^2\right]$$

where $\lambda$ is the reorganization energy. To allow inclusion of high-frequency vibrational modes one can use a multiphonon linear coupling model for calculating the Franck–Condon factors (assuming no frequency shifts):
give width to the delta function transition probability. One common calculational approach is simply to use the modified Bessel function of noninteger order for the low-frequency modes as proposed by Jortner. It is assumed that the density of states is determined solely by the lowest frequency mode \( \omega_L \) in the equation. In theory, the modified Bessel function approach can be used to calculate the coupling of an electron-transfer reaction to an arbitrary number of modes. The form given in eq 18 is a two-mode function where \( s \) is the low-frequency mode. The approach is limited to two modes for convenience because calculation with the modified Bessel function requires a matrix with as many dimensions as modes. Equation 18 predicts that there will be vibronic structure due to quantum interference effects in the rate as a function of free energy whenever \( h\omega \gg kT \).

The integral in (15) can also be solved approximately by using the saddle-point approximation. The saddle point can be computed by taking the derivative of the exponent in (15) with respect to \( t \) and then solving for \( t_s \), the point on the imaginary axis which represents the first saddle point. Substituting back into the expression, the saddle-point approximation for the value of the integral becomes

\[
k_c = \frac{4\pi^{1/2}}{h} \left[ 2\pi f(t_{sp}) \right]^{1/2} \exp(-f(t_{sp}) + i\Delta G^0)| \tag{19}
\]

The saddle-point method predicts that there will be no vibronic structure. Physically this is equivalent to assuming that one is in the limit where the coupling to the medium is large.\(^{21}\) In practice this is accomplished by only taking the first saddle point in the calculation. Damping due to medium effects is then assumed to eliminate the remaining saddle points. Explicit calculation of damping due to coupling to the medium is not included in either of the linear coupling models used here.\(^{52}\) It is unlikely that damping due to the medium will be large relative to the high-frequency modes coupled to electron-transfer reactions. The smooth shape of the saddle-point approximation can also be interpreted as being due to the cancellation of the vibrational structure of a number of high-frequency modes. The frequency values \( \omega \) obtained from a least-squares fit using two modes represent average values of the high-frequency modes. The couplings \( S_j \) obtained represent the sum of the couplings of the high-frequency modes which have an average frequency \( \omega \). We shall use this interpretation for the purpose of the discussion below.

**Comparison of Data with Theoretical Models of the Franck–Condon Factors.** The Marquardt algorithm was used to fit the expressions for the Franck–Condon factors to the experimental \( k_c vs \Delta G^0 \) curve. The derivatives of all of the functions in the previous section can be calculated analytically. The Marcus theory has only one fitting parameter (the reorganization energy \( \lambda \)) and is extremely easy to implement. The modified Bessel function has complicated derivatives and is a slow method of fitting even for two modes. An arbitrary number of modes can be readily fit by using the saddle-point approximation. The saddle-point nonlinear least-squares fitting program can easily be adapted to include frequency shifts, mode rotations, and non-Condon effects if the data warrant more extensive analysis. In practice we limited consideration of the fitting to only two modes because with four cumulants obtained in the data analysis using eq 10 we are limited to the information contained in the first four moments in a free energy expansion\(^{26}\) of the expression for the rate constant (eq 15).

The nth moment is the nth derivative of the function \( f(t) \) in eq 16. Knowledge of the first four moments uniquely defines two coupling constants and two frequencies. The results of nonlinear least-squares fitting were corroborated by the moment analysis for the fits with linear coupling (position shifts only) by solving for the moments using the parameters \( S_j \) and \( \omega \), and then calculating the expected rate constant as a function of \( \Delta G^0 \).

It is worth noting that the effect of an electric field is much smaller than would be predicted by dielectric continuum theory

\[ k_c = \frac{4\pi^{1/2}}{h} \left[ 2\pi f(t_{sp}) \right]^{1/2} \exp(-f(t_{sp}) + i\Delta G^0) \tag{19} \]

### TABLE II: Parameters from the Fit of the Experimental \( k_c vs \Delta G^0 \) Curve to the Linear Coupling Model Using the Saddle-Point Approximation

<table>
<thead>
<tr>
<th>Population</th>
<th>( k_c = 75.6 \text{ s}^{-1} )</th>
<th>( k_c = 21.5 \text{ s}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Coupling Two Modes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_0 )</td>
<td>2.76 ± 0.10</td>
<td>1.88 ± 0.05</td>
</tr>
<tr>
<td>( \omega_0 ), cm(^{-1} )</td>
<td>15160 ± 50.0</td>
<td>24340 ± 90.0</td>
</tr>
<tr>
<td>( S_2 )</td>
<td>39.4 ± 0.4</td>
<td>131 ± 0.10</td>
</tr>
<tr>
<td>( \omega_2 ), cm(^{-1} )</td>
<td>50.0 ± 3.1</td>
<td>199.0 ± 6.0</td>
</tr>
<tr>
<td>reduced ( \chi^2 )</td>
<td>0.58</td>
<td>0.50</td>
</tr>
</tbody>
</table>

*The standard deviations of the parameters were calculated from the covariance matrix of the fit. All fits assume \( \Delta G^0 = 4194 \text{ cm}^{-1} \).*

### TABLE III: Parameters from the Fit of the Experimental \( k_c vs \Delta G^0 \) Curve to the Linear and Quadratic Coupling Model with Two Modes Using the Saddle-Point Approximation

<table>
<thead>
<tr>
<th>Population</th>
<th>( k_c = 75.6 \text{ s}^{-1} )</th>
<th>( k_c = 21.5 \text{ s}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quadratic Coupling Two Modes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_0 )</td>
<td>2.90 ± 0.15</td>
<td>1.71 ± 0.03</td>
</tr>
<tr>
<td>( \omega_0 ), cm(^{-1} )</td>
<td>14160 ± 62.0</td>
<td>24340 ± 125.0</td>
</tr>
<tr>
<td>( S_2 )</td>
<td>42.8 ± 2.7</td>
<td>114 ± 1.5</td>
</tr>
<tr>
<td>( \omega_2 ), cm(^{-1} )</td>
<td>51.8 ± 3.4</td>
<td>288.7 ± 3.0</td>
</tr>
<tr>
<td>( \omega_p ), cm(^{-1} )</td>
<td>42.5 ± 1.9</td>
<td>243 ± 2.3</td>
</tr>
<tr>
<td>( k )</td>
<td>0.67</td>
<td>0.71</td>
</tr>
<tr>
<td>reduced ( \chi^2 )</td>
<td>0.24</td>
<td>0.42</td>
</tr>
</tbody>
</table>

*The values of the modes in the reactants state and the products state are \( \omega_0 \) and \( \omega_p \), respectively. The standard deviations of the parameters were calculated from the covariance matrix of the fit. All fits assume \( \Delta G^0 = 4194 \text{ cm}^{-1} \).*

for both populations of RCs. Dielectric continuum theory is the high-temperature limit of the theories for calculating the Franck–Condon factors (i.e., it assumes \( kT \gg h\omega \) for all modes), and it is not surprising that this theory does not fit data obtained at 80 K. Although the integrated field dependence of the data suggests a Gaussian form for the \( k_c vs \Delta G^0 \) curve and the Marcus theory also has Gaussian shape, the fwhm of the two Gaussians is substantially different as seen in Figure 5A. The fact that the high-temperature approximation (dielectric continuum theory) does not fit the data suggests that \( h\omega \gg kT \) (\( kT = 55 \text{ cm}^{-1} \)) for a majority of the modes coupled to the reactant. The fit for the faster process. The fit to the experimental \( k_c vs \Delta G^0 \) curve for the faster process using dielectric continuum theory is shown in Figure 5A along with the fit using the saddle-point approximation.\(^{53}\) Although the fit using dielectric continuum theory is very far from the experimental result, it converges to a reorganization energy of 4530 cm\(^{-1} \) for this process, which is 330 cm\(^{-1} \) larger than \( \Delta G^0 \) (\( \approx 4200 \text{ cm}^{-1} \)).

Nonlinear least-squares fit of the data to the modified Bessel function is very poor because the data lack the structure which is present in a two-mode fit to that model. A simulation using the Bessel function with the parameters obtained in the saddle point fit is depicted in Figure 6A. The interference effects seen in Figure 6A would undoubtedly be cancelled if one included more modes with different frequencies in the model.\(^{43}\) As already discussed, this is a formidable computational task for nonlinear least-squares fitting of the data due to the fact that for \( N \) modes an \( N \)-dimensional matrix is required. The best fit using the saddle-point approximation is very good if two modes are used, a low-frequency mode of 50 cm\(^{-1} \) and a high-frequency mode of 1510 cm\(^{-1} \). The high-frequency mode can best be interpreted as the average of a number of different vibrational frequencies near 1510 cm\(^{-1} \). The structure inherent in each mode (as described by eq 18) is cancelled due to interference between the modes.

\(^{53}\) We have assumed that \( \Delta G^0 \) at 80 K is equal to the room temperature value. The assumption that \( \Delta G^0 \) is temperature independent has often been made\(^{28}\) in view of conflicting evidence on the magnitude of the entropy.\(^{29-32}\) If \( \Delta G^0 \) depends on temperature, the meaning of chemical substitution experiments becomes doubtful since each different species will have a different entropy (e.g., anthraquinone and ubiquinone in ref 54).
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The data were also fit to a model in which vibrational frequency shifts were included as well as position shifts. The functional form of \( f(t) \) in eq 16 was altered to include quadratic coupling and the saddle point is calculated by using this new function in eq 19. The parabolic curves in both panels indicate dielectric continuum theory \((-\Delta G_e)\). The two curves that closely fit the data are the linear coupling \((-\Delta G_e)\) and quadratic coupling \((-\Delta G_e)\) models using the saddle-point approximation with two modes. The absorbance is the absolute value of free energy \((-\Delta G_e)\).

The estimated error in the parameters in fits to theoretical models was obtained by using the value of the covariance matrix from the fit to the shape in Figure 4A with the standard deviation in each point given by the upper dashed minus the lower dashed curve in Figure 4A. These errors are very small and the major uncertainty in the values of the modes resides in the uncertainty in the true value of the internal electric field, which is considered in detail below. The value of the local field correction will change the quantitative result but not qualitative comparisons of the results for the two populations of RCs.

**Fit for the Slower Process.** The \( k_{ET} \) vs \( \Delta G_{et} \) curve for the slower process is not fit well by the Marcus model or by two modes using the modified Bessel function approach. The saddle-point method can be used to show that high-frequency modes with an energy in excess of 2000 cm\(^{-1}\) may be coupled to this electron-transfer process. The parameters from the best fit of both processes to a two-mode linear coupling model are shown in Table II. The process in population 2 clearly has a broader fwhm in Figure 4B than population 1 in Figure 4A. This larger fwhm implies a larger reorganization energy (e.g., in Marcus theory fwhm \( \equiv [4\alpha kT]^{1/2} \)). The reorganization energy for population 2 obtained from the fit to the saddle-point approximation is larger than that for population 1 (assuming that \( \Delta G_{et} \) at zero field is the same for both processes). As shown in Table II, if two modes are fit to the data, the important modes for population 2 include a 200-cm\(^{-1}\) mode and higher frequency mode of 2450 cm\(^{-1}\). If two modes with a frequency shift in the low-frequency mode are fit to the data, the values of the modes are similar to the two-mode model without frequency shifts as shown in Table III. The frequency shift obtained from the best fit to the data is approximately 20% of the value of the reactant's frequency and is thus similar in both populations 1 and 2. The model with one frequency shift is capable of fitting the data much better than the models which lack frequency shifts.

Comparison of the data with calculations of the Franck-Condon factors leads to the conclusion that the smaller electric field dependence of the rate for population 2 is due to coupling to a mode with a higher frequency. The upturn observed for the slower process at high \( \Delta G_{et} \) cannot be accounted for by either of the methods of calculation employed here. The upturn is well within the experimental error, and its interpretation may be facilitated by data at different temperatures. The upturn does not greatly affect the numerical results obtained, although it does worsen the value of \( \chi^2 \) in the fit.

The shape predicted by the modified Bessel function (eq 18) for this process is shown as the curve with large oscillations in Figure 6B. In order to demonstrate the sensitivity of the difference decays to quantum mechanical interference effects inherent in eq 18, difference decays were simulated for a double-exponential process using the parameters obtained from the fit to two modes substituted into eq 18, the Bessel function expression, and eq 19, the saddle-point approximation at fields of (2.0, 4.0, 6.0, 8.0, 10.0, and 12.0) \( \times 10^3 \) V/cm. The difference between these calculated difference decays and the experimental ones can be seen by comparing the simulations in Figure 7 to the data in Figure 3.

---

**Figure 5.** (A) Fits using theories of electron transfer to the experimental \( k_{ET} \) vs \( \Delta G_{et} \) curve for population 1 \((-\). (B) Fits to the experimental \( k_{ET} \) vs \( \Delta G_{et} \) curve for population 2 \((-\). The parabolic curves in both panels indicate dielectric continuum theory \((-\Delta G_e)\). The two curves that closely fit the data are the linear coupling \((-\Delta G_e)\) and quadratic coupling \((-\Delta G_e)\) models using the saddle-point approximation with two modes. The absorbance is the absolute value of free energy \((-\Delta G_e)\).

**Figure 6.** (A) Modified Bessel function model \((-\) plotted along with the experimental \( k_{ET} \) vs \( \Delta G_{et} \) curve for population 1. (B) Modified Bessel function model \((-\) plotted along with the experimental \( k_{ET} \) vs \( \Delta G_{et} \) curve for population 2. The smaller oscillatory function in each panel \((-\) was calculated from the formula \( a \log (k_{ET}) + (1 - a) \log (k_{ET}) \). The coupling constants and frequencies used to calculate the Bessel function and saddle-point function were obtained from the two-mode fit in Table II. In part A the high-frequency mode is 1510 cm\(^{-1}\) and low-frequency mode is 50 cm\(^{-1}\) and in part B the high-frequency mode is 2450 cm\(^{-1}\) and the low-frequency mode is 200 cm\(^{-1}\). The absorbance is the absolute value of free energy \((-\Delta G_e)\).
The abscissa is in units of the average l/e time (which corresponds to 25 ms on the abscissa of Figure 3).

The fields used in the simulation are not identical with the experimental ones because the prediction of substantial effects at very low fields by the Bessel function model were not born out in the data obtained in this experiment. To test the sensitivity of the calculated difference decays to oscillations in the \( k_o \) vs \( \Delta \gamma o=r \) curve, the result of difference decays generated with the parameters of Table II were used in the simulation. The difference between the two-mode model without frequency shifts and the two-mode model without frequency shifts but with frequency corrections applied to the two high-frequency modes of all of the models. Regardless of the model, the reorganization energy increases only slightly in both populations (roughly proportional to \( k_o \)). The magnitude of \( k_o \) affects the numerical values of the modes in the problem but does not affect the general conclusions and comparisons made in this discussion unless the value of \( k_o \) is greater than 1.2.

Comparison with Other Experiments. Two previous experimental measurements of the effects of electron fields on the rate of electron transfer were conducted on oriented RC samples at room temperature.\(^{11,14}\) Gunner and co-workers have suggested that the free energy dependence of the recombination reaction is relatively temperature independent.\(^{38}\) If this is the case, the experimental curve in Figure 4 and parameters obtained at 80 K can be compared directly with those room temperature measurements. Our data compares qualitatively well with that presented by Feher and co-workers,\(^{11}\) but not with that of Popovic et al.\(^{38}\) The best fit of the room temperature data to the Marcus theory in ref 13 gives \( \lambda = 0.64 \) eV, whereas we obtain \( \lambda = 0.55 \) eV at 80 K assuming the same zero-field free energy. The Marcus theory fit to our data is obviously not good (Figure 5); if one derives a value of the reorganization energy from the equation \( \lambda = \sum \Delta \gamma o=r \), one obtains \( \lambda = 0.76 \) eV. Preliminary results at room temperature\(^{21}\) show that there is dramatic change at even modest fields (>5 \( \times \) 10\(^5\) V/cm) due to the onset of an activated pathway, as suggested in earlier experiments from Feher's group.\(^{21}\) The absence of evidence for an activated pathway, as well as the assumed absence of the absorption Stark effect in the data presented by Popovic and co-workers,\(^{14,15,18}\) raises serious questions about the calibration of the field and the interpretation of that data as previously suggested in ref 13 and at the end of the Results section on the local field correction above.

Gunner and co-workers have substituted many quinones with different redox potentials into the Q, binding site, and the P+Q''- recombination rates were measured by EPR at low temperature.\(^{28}\) A comparison of our results with those reported in ref 38 is complicated by the fact that in that work the authors explicitly treat the decays as a single exponential, and the scatter in the data on the \( k_o \) vs \( \Delta \gamma o=r \) plot is very large. In fact the decay kinetics were at least biexponential\(^{28}\) and thus that the data from two processes which must be compared. The relative amount of the fast and slow component vary as the quinone is changed as shown in detail in ref 54. In addition, the measurement of free energies
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with only one vibrational mode. The force constants of surfaces closest in energy to IPHQ, which is arbitrarily set equal to 1, while the relative force constant of 3 is 0.4\( \kappa \). The equations describing the surfaces are given in the text (eq 21). In a model in which the relative force constant of potential surface 2 is also allowed to have a value other than 1.0, it is possible for surfaces 2 and 3 to intersect.

using delayed fluorescence measures only \( \Delta G_{e,2} \) of the population closest in energy to \( 1 \)PHQ,\( \kappa \). This implies that there is a difference in \( \Delta G_{e,2} \) between the populations giving rise to different recombination rates as also found by Sebba and Wraight.\(^{41,42} \) We stress that a difference in \( \Delta G_{e,2} \) between the populations does not affect the results in the present paper since the field modulates the free energy relative to the zero-field free energy regardless of its magnitude. Both the experiment reported in this paper and that in ref 38 show only a small temperature dependence of the rate vs free energy curve below 100 K. Gunner and co-workers\(^{38} \) model their data using the linear coupling model in an approximate form proposed by Sarai.\(^{44} \) This model uses the modified Bessel function to calculate the contribution due to high-frequency modes and therefore has the vibrational structure of eq 18. The model was found to be inconsistent with the observed temperature dependence of the data. Interestingly the modes selected for the computer simulations (not fits) in ref 38 are close to the modes we obtain by a nonlinear least-squares fit to our data using the linear coupling model. It was suggested by Gunner and co-workers that a change in the electronic coupling due to various conformations of the quinone in the binding site may be responsible for the large scatter in the data on the \( k_0 \) vs free energy curve.\(^{38} \) However, the scatter may also be due to the variation in reorganization energies or the variation in overlap of electronic wave functions (electronic coupling), both of which also depend on quinone structure.

Free Energy Dependence of the Electronic Factor. If the donor and acceptor involved in an electron-transfer process are separated by a large distance, the overlap of their electronic wave functions and hence the direct electronic coupling between them may be vanishingly small. If direct electronic coupling is very small or vanishes, it may be mediated by an intermediate state which is coupled to both the donor and the acceptor. The simplest case of higher order coupling (commonly known as superexchange) can be described to second order by\(^{45} \)

\[
V_{13} = 2V_{12}V_{23}/\Delta U_{12}^{\ast}(Q_{13})
\]  

(eq 20) where \( V_{13} \) represents the coupling between the initial and final states (denoted as states 1 and 3, respectively) which is mediated by state 2 as illustrated in Figure 8. The coupling of states 1 and 3 to state 2 is presumed to be much stronger than direct coupling between 1 and 3, and state 2 is higher in energy than either of the other states at zero field. The factor 2 appears in eq 20 because in second-order perturbation theory there are two terms which have different energy denominators, \( \Delta U_{12} \) and \( \Delta U_{23} \). At the crossing point \( Q_{13} \), these two energy denominators are equal because potential surfaces 1 and 3 are equal at that point. In accordance with the Condon approximation and assumption (1), \( V_{13} \) and \( V_{23} \) are not dependent on the nuclear coordinates or the electric field. The free energy dependence of \( V_{13} \) arises because the degree of mixing of state 2 with states 1 and 3 is dependent on the energy difference in the denominator of eq 20. The vertical energy difference between the potential surface of mediating state 2 and the intersection of states 1 and 3 at reaction coordinate \( Q_{13} \) is \( \Delta U_{12}^{\ast}(Q_{13}) \). This energy difference is sensitive to an external electric field in two senses. First, in a charge recombination reaction the initial state is highly dipolar and therefore the vertical energy difference between potential energy surfaces 1 and 2 is dependent on the field. If state 2 is also dipolar this might have a mitigating effect on this field dependence since both states may move in the same direction (for example, if the direction of the dipoles of states 1 and 2 are approximately parallel as is generally likely to be the case). Second, the location of the crossing point \( Q_{13} \) of the reactant and product surfaces (the transition state) along the reaction coordinate will change because the field displaces the potential energy surface of state 1 vertically.\(^{27,56-58} \) This change in \( Q_{13} \) results in a change in the vertical distance \( \Delta U_{12}^{\ast}(Q_{13}) \). Since the matrix element \( V_{13} \) is dependent on nuclear position it no longer obeys the Condon approximation if the effect is large enough.\(^{59} \) A simple model calculation using the saddle-point approximation for a one-mode model shows that the non-Condon effect on the energy gap law is at least as large as the effect of including superexchange itself.\(^{60} \)

The free energy dependence of the electronic factor can be calculated by using experimental data if the shape of the potential surfaces in Figure 8 is known. We will assume that all of the potential surfaces are parabolic, but they may not have the same force constant. In Figure 8 the potential energy surfaces 1 and 2 were assumed to be dipolar states with force constant \( \kappa \) which is set equal to 1. The force constant of the vibrational mode in state 3 is \( \kappa \) which determines the steepness of the parabola of potential energy surface 3 relative to 1 and 2.\(^{61,62} \) State 3 is assumed to be the ground state and is not dipolar. Due to the fact that a neutral state polarizes the medium to a lesser extent than a dipolar state one expects that \( \kappa < \kappa = 1 \) as described by Kakitani.\(^{53,64} \) The equations which describe the potential energy surfaces in this simple model are

\[
U_i(Q) = -\Delta G_{i3} + \sum_{l \neq i} [Q_l - (\lambda_{i3}/\kappa)]^{1/2}/2
\]

\[
U_i(Q) = -\Delta G_{i2} + \sum_{l} [Q_l - (\lambda_{i2}/\kappa)]^{1/2}/2
\]

\[
U_i(Q) = \sum_{l} (\kappa/2)Q_l^2
\]

(eq 21)

Figure 8. The potential energy surfaces in a superexchange model where 1 is the reactant, 3 is the product, and 2 is the mediating state, each with only one vibrational mode. The force constants of surfaces 1 and 2 are \( \kappa \) which is arbitrarily set equal to 1, while the relative force constant of 3 is 0.4\( \kappa \). Figure 8 shows the potential surfaces 1 and 3 at reaction coordinate \( Q_{13} \) where \( \Delta U_{12}^{\ast}(Q_{13}) \) is the smallest and where therefore has the vibrational structure of eq 18. The potential energy surfaces in this simple model are

\[
V_{13} = 2V_{12}V_{23}/\Delta U_{12}^{\ast}(Q_{13})
\]  

(20)
where \( Q_i \) is the displacement for the mode \( i \). The relative force constant \( k_i \) is the product's force constant divided by reactant's force constant for each mode. For one mode, \( k \) is obtained from the constraint imposed by the reorganization energies in the problem:

\[
k = \left( \frac{\alpha_{12}^2}{\alpha_{11}^2} - \frac{\alpha_{22}^2}{\alpha_{11}^2} \right) \lambda_{11}^{-1}
\]

(22)

The difference in force constants between reactants and products implies a frequency shift which must be taken into account in the definition of the reorganization energy which is calculated based on the energy of the product's potential surface at the nuclear position of the reactants. For two or more modes the \( k_i \) are constrained by the total reorganization energy and the partitioning of that total among the modes. For a single mode, \( Q_{13} \) is obtained from the condition at the crossing point:

\[
U_1(Q_{13}) = U_2(Q_{13})
\]

(23)

If two or more modes are coupled, eq 23 can be used as a constraint for minimization using a La Grange multiplier and the derivative of eqs 21 with respect to \( Q \) to determine the lowest crossing point \( Q_{13} \) on the multidimensional surface. This allows the denominator in eq 20 to be calculated:

\[
\Delta U^*_{12}(Q_{13}) = U_1(Q_{13}) - U_2(Q_{13})
\]

(24)

Using this model one can incorporate the effect of an electric field on the electronic factor along with the effect on the Franck-Condon factor in a single nonlinear least-squares calculation. We have done this for one or two modes including the change in the force constant \( \lambda_i \) as a frequency shift in the calculation of the Franck-Condon factors. We assume in this paper that the field dependence of \( V_{13} \) is small enough that the Condon approximation holds, and we can simply multiply the nuclear and electronic factors together (eq 13).

The decision to include a change in the force constant of vibration into the calculation of the potential surfaces is not arbitrary. There is considerable information on the possible superexchange state \((P'^+H'^+)Q\) for the \(P'^+H'^+Q\) recombination reaction. The energies of all of the states are known along with good estimates for their reorganization energies. This constrains the potential surfaces to have a certain shape relative to one another as shown in eq 22. The constraint imposed by eq 22 applies even in the absence of superexchange which is why we considered frequency shifts in the Franck-Condon factor analysis. In the model calculations we have treated the two modes explicitly in the determination of the crossing point on a three-dimensional potential surface and accounted for the frequency shift implied by the constraint in the potential surface using quadratic correction (vibrational frequency shifts) as well as linear coupling in the calculation of the Franck-Condon factors. This result is then compared with a one-mode treatment of superexchange. It is important to recognize that the difference between a two-mode treatment is more than a refinement of a one-mode treatment. The trends seen in one mode may be offset by opposite trends in a mode with a different frequency. In a two-mode treatment we can accommodate the general trends of both the high- and low-frequency modes that are coupled to the reaction.

### Estimates of Rates Using a Superexchange Model

The importance of a state or states which can mediate superexchange coupling has been postulated for the initial charge-separation event \(1PHO_4^- \rightarrow P'^+H'^+Q\).\(^{27}\) We are unaware of attempts to describe \(P'^+H'^+Q\) charge recombination in bacterial RCs using a superexchange formalism. The large distance between the donor \(P\) and the acceptor \(Q\) implies that the electronic overlap between \(P\) and \(Q\) should be very small and higher order coupling to intermediate states is likely. In the following discussion the information obtained from the data in the electric field modulation experiment in this paper is used to test the possibility that charge recombination occurs by a superexchange mechanism. In general, superexchange implies the presence of a parallel activated pathway which can contribute to the electron-transfer rate at high temperature. Information available from measurements of the \(P'^+H'^+Q\) charge-recombination rate as a function of temperature suggest that an activated pathway does exist in the charge-recombination reaction in RCs. In \(Rps. \) \textit{udiris}\(^{56}\) and for some quinone replacements in the \(Q\) site of \textit{Rb. sphaeroides},\(^{11}\) the \(P'^+H'^+Q\) recombination is believed to occur through an activated pathway via the state \(P'^+H'^+Q_{13}\) at room temperature. As the temperature is lowered recombination no longer occurs via this activated pathway. In addition, there is evidence for electric field modulated charge recombination via an activated pathway above 180 K in \textit{Rb. sphaeroides} RCs containing native ubiquinone.\(^{19}\)

If the mechanism of recombination is superexchange, the candidate for the mediating state is likely to be \(P'^+H'^+Q_{13}\) and in Figure 8 we make the state identification: \(1 = P'^+H'^+Q_{13}, 2 = P'^+H'^+Q_3, 3 = PHQ_4\). Unlike the case for the initial charge separation step, \(PHQ_4 \rightarrow P'^+H'^+Q\), the parameters relevant to the \(P'^+H'^+Q\) recombination problem can be estimated from experimental observables for each state. As a further test of the validity of a superexchange mechanism one must first compare the magnitude of the calculated superexchange matrix element with an experimental estimate based on the measured rate constant at zero field. The two charge-separation steps and their free energies are\(^{66-68}\) (see Figure 1)

\[
\begin{align*}
1PHQ_4^- & \rightarrow P'^+H'^+Q_3 \quad \Delta G_2 = -2120 \text{ cm}^{-1} \\
2P'^+H'^+Q_3 & \rightarrow P'^+H'^+Q_{13} \quad \Delta G_{23} = -4274 \text{ cm}^{-1}
\end{align*}
\]

Both of the charge-separation reactions are considered to be activationless on the basis of their temperature dependence.\(^{63}\) This is usually taken to mean that \(\lambda = -\Delta G^0\). We have already seen in the fits of the electric field modulated kinetics data to models of the Franck-Condon factors that it is possible for \(\lambda\) to be greater than \(\Delta G^0\) in the case of \(P'^+H'^+Q_3 \rightarrow PHQ_4\), which has the same temperature dependence as the charge-separation reactions. However, for simplicity, we shall assume that \(\lambda_{13} = -\Delta G^0\) and furthermore that the reorganization energy for charge recombination is equal to the reorganization energy for charge separation for this reaction. This is implicit in our assumption that there is no frequency shift between the reactants and the mediating state. The two charge-recombination reactions and their free energies are\(^{27}\)

\[
\begin{align*}
P'^+H'^+Q_{13} & \rightarrow PHQ_4^- \quad \Delta G_{13} = -8468 \text{ cm}^{-1} \\
2P'^+H'^+Q_{13} & \rightarrow PHQ_4^- \quad \Delta G_{13} = -4194 \text{ cm}^{-1}
\end{align*}
\]

The recombination reaction rate \(P'^+H'^+Q_{13} \rightarrow PHQ_4^-\) decreases with decreasing temperature and is undoubtedly in the inverted region of the Marcus curve.\(^{66-71}\) The value of the reorganization energy for this recombination reaction should be smaller than the reorganization energy for the initial charge separation which would be \(2120 \text{ cm}^{-1}\) if \(\lambda = -\Delta G^0\). There is experimental evidence that


\((66)\) The value used for \(\Delta G^0\) for the initial charge separation reaction \(1PHQ_4^- \rightarrow P'^+H'^+Q_3\) was obtained from magnetic field effect experiments on the triplet decay.\(^{66}\) It is larger than the value obtained from delayed fluorescence.\(^{67}\) This discrepancy may be due to relaxation of the energy of the state before the transition to the ground state.\(^{68}\) As the temperature decreases the state would appear to be more relevant for calculations of the activated recombination \(P'^+H'^+Q_{13}\) and is close to the energy actually obtained from the temperature dependence of the recombination reaction.\(^{69}\) The value of \(\Delta G^0\) for the reaction \(P'^+H'^+Q_{13} \rightarrow PHQ_4^-\) is obtained by subtracting \(\Delta G^0\) for \(PHQ_4^- \rightarrow P'^+H'^+Q_3\) from the transition energy \(P \rightarrow P'\), which is \(1.37 \text{ eV}\) when corrected for the Stokes shift \(0.06 \text{ eV}\).\(^{70}\)


\((69)\) The temperature dependence of the recombination rate for the process \((P'^+H'^+Q_{13}) \rightarrow PHQ_4^-\) (known as \(k_3\)) is obtained in ref 70 by assuming that the rate constant \(k_3\) is temperature independent.\(^{71}\)


The electric field modulation of the ET rates and the population-dependent Franck-Condon factors are the curves which resemble the proportional for the two-mode model. The electric field dependence of the two-mode model is the electronic factor alone calculated from a one-mode model and directly proportional for the two-mode model. The electric field dependence of the electronic factor was obtained by calculating the change in the value of \((V_{ij})\) using eq 20 as a function of the electric field. The one-mode (- - -) and two-mode (- -) superexchange model (including the field-dependent Franck-Condon factor) are the curves which resemble the experimental log \((k_{ij})\) vs \(\Delta G_{0}^e\) curve for population 1 (- -). The electric field dependence of the superexchange electronic factor for the two-mode model (- - -) is the nearly straight line. The two-mode (- -) superexchange model (including the field-dependent Franck-Condon factor) is the curve which resembles the experimental log \((k_{ij})\) vs \(\Delta G_{0}^e\) curve for population 1 (- -). The dashed curves are calculated from the parameters in Table IV. The solid curves were obtained from the parameters in Table I. The absissa is the absolute value of free energy (-\(\Delta G_{0}^e\)). The superexchange electronic factors have been shifted vertically so that they can be graphed with the data for comparison.

The reorganization energy is slightly greater than \(-\Delta G_{0}^e\). From the comparison of this reaction with triplet radical pair recombination, we estimate \(\Delta \omega = 1600 \text{ cm}^{-1}\). The value of \(\lambda_{13}\) determined to be 6928 \text{ cm}^{-1} in the fit to the data for population 1 as seen in Table IV described below using a one-mode model including superexchange and the Franck-Condon factors. Using these values and eqs 21-24 one obtains \(\Delta \omega (Q_{13}) = 5730 \text{ cm}^{-1}\). The value of \(V_{13}\) is estimated to be 3.7 \text{ cm}^{-1}. The value of \(V_{13}\) based on the value of the rate constant is 0.37 \text{ cm}^{-1} as a lower bound (i.e., assuming that the reaction was activationless as is \(\text{P}^{+} \text{H}^{+}Q_{A} \rightarrow \text{P}^{+} \text{HQC}_{A}^{*}\)). Using these numbers in eq 20 one obtains a superexchange matrix element of 4.8 \times 10^{-4} \text{ cm}^{-1} for \(\text{P}^{+} \text{HQC}_{A}^{*}\) recombination to \(\text{P}^{+} \text{HQC}_{A}\). Due to the assumptions implicit in estimating the electronic coupling from the experimental rate constant, both the superexchange coupling and the value quoted in ref 43 are lower bounds to the likely value of the coupling.

**Table IV:** Parameters from a Model of the Experimental \(k_{ij}\) vs \(\Delta G_{0}^e\) Curve Fit to the Linear Coupling Model with One Mode or Two Modes Using the Saddle-Point Approximation Including a Field-Dependent Superexchange Electronic Factor

<table>
<thead>
<tr>
<th>Population 1 ((k_i = 75.6 \text{ s}^{-1}))</th>
<th>Population 2 ((k_i = 21.5 \text{ s}^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quadratic Coupling One Mode</td>
<td>Quadratic Coupling One Mode</td>
</tr>
<tr>
<td>(S)</td>
<td>(1.54 \pm 0.01)</td>
</tr>
<tr>
<td>(\omega_{S}, \text{ cm}^{-1})</td>
<td>(1830.0 \pm 0.02)</td>
</tr>
<tr>
<td>(\omega_{P}, \text{ cm}^{-1})</td>
<td>(1207.0)</td>
</tr>
<tr>
<td>(\kappa)</td>
<td>(0.43)</td>
</tr>
<tr>
<td>Reduced (\chi^2)</td>
<td>(0.44)</td>
</tr>
<tr>
<td>Linear and Quadratic Coupling Two Modes</td>
<td>Linear and Quadratic Coupling Two Modes</td>
</tr>
<tr>
<td>(S_1)</td>
<td>(3.43 \pm 0.36)</td>
</tr>
<tr>
<td>(\omega_{S1}, \text{ cm}^{-1})</td>
<td>(13590 \pm 155.0)</td>
</tr>
<tr>
<td>(\omega_{P1}, \text{ cm}^{-1})</td>
<td>(44.2 \pm 1.5)</td>
</tr>
<tr>
<td>(\omega_{P2}, \text{ cm}^{-1})</td>
<td>(53.2 \pm 0.8)</td>
</tr>
<tr>
<td>(\kappa)</td>
<td>(0.57)</td>
</tr>
<tr>
<td>Reduced (\chi^2)</td>
<td>(0.22)</td>
</tr>
</tbody>
</table>

*Only a shift in the low-frequency mode was included in this model. The parameter \(\kappa\) is the relative force constant and is equal to \(\omega_{P}/\omega_{S}^{2}\). The standard deviations of the parameters were calculated from the covariance matrix of the fit. The value of the frequency shift in the one-mode fit is determined by the reorganization energies of the system (eq 22). The values for the one-mode model failed to fit the data for population 2 using nonlinear least squares fitting and the results of a model calculation are given. All fits assume \(-\Delta G_{0}^e = 4194 \text{ cm}^{-1}\).

The fits to the data reported in the present paper provide the parameters required to calculate the Franck-Condon factor accurately. Using eq 13 one obtains a value of \(V\) from the known rate \(k\) and the calculated FC factor. Using \(k = 39.0 \text{ s}^{-1}\) and the parameters for the two-mode fit in Table II, \(FC = 1.07 \times 10^{4}\) from the saddle point approach (eq 19) or \(FC = 5.62 \times 10^{4}\) from the modified Bessel function (eq 18), one obtains lower bound estimates of \(V_{ij} = 1.8 \times 10^{4}\) and \(2.4 \times 10^{4} \text{ cm}^{-1}\), respectively. This is only an agreement with a value of \(4.8 \times 10^{4} \text{ cm}^{-1}\) calculated in the preceding paragraph using the assumption of superexchange. One might suspect that this agreement is due to the simplicity of the one-mode model, and indeed if we consider calculations based on a two-mode model, we find that for the superexchange model the lower bound estimate is \(V_{ij} = 3.6 \times 10^{4}\) and using the value of the rate constant and eq 13 we obtain \(V_{ij} = 2.8 \times 10^{4}\). In either case, this agreement supports the suggestion that the electronic coupling for \(\text{P}^{+} \text{HQC}_{A}^{*}\) recombination can be accounted for entirely by a superexchange mechanism.

Using the formalism developed above one can calculate the expected electric field dependence of the superexchange electronic factor (\(V_{ij}\)). In Fig. 9 the result of the calculation is shown along with data for population 1 for comparison. By use of eq 22, the force constant of the ground state was found to be 0.4 \(\times 10^{4}\), the force constant for the two charge-transfer states (\(\kappa = 1.0\)). This number is reasonable in the context of the Kakitani theory. According to Kakitani, the origin of the higher force constant in the charge-separated state is the greater degree of polarization of the medium in the field of the charge-transfer dipole. The shape of the potential surfaces can be made more realistic so that 2 crosses 3 as it should if there is to be a thermal electron-transfer reaction between these two states. This calculation is more complicated and changes the answer obtained here only slightly. In view of the added complications in such a model, we shall use the simplified model.

Both the fast and slow processes were fit by using a model which included a field-dependent superexchange electronic factor and Franck-Condon factors calculated by using one or two modes via the saddle-point approximation as above. The result for the one-mode calculation is a surprisingly good fit to the data for population 1 as seen in Table IV. However, the values obtained are meaningless because one cannot imagine a high-frequency molecular mode which changes its vibration frequency by such a large amount in any reaction where charge can be delocalized.

---

(72) The theory advanced by Kakitani predicts that the reorganization energy of a charge-recombination reaction will be less than that of the corresponding charge-separation reaction. This is consistent with the value of the reorganization energy observed in the recombination reaction \(\text{P}^{+} \text{H}^{+}Q_{A} \rightarrow \text{P}^{+} \text{HQC}_{A}\), which is activationless and for which \(\Delta G_{0}^e = 1000 \text{ cm}^{-1}\). This implies a reorganization energy of 1000 \text{ cm}^{-1} for triplet radical pair recombination, which is indeed less than the estimated 2120 \text{ cm}^{-1} for the charge-separation reaction. The triplet and singlet recombination reactions should have nearly identical reorganization energies.

in an extended conjugated system (see Table IV). The data for population 2 cannot be fit by the one-mode model. The possible values of the frequencies (both reactant and product) are constrained by eq 22, and we find that the fit to the data for population 1 was fortuitous. The values shown in Table IV are the closest possible values within the constraints given. One important feature of this comparison is that it demonstrates that if one mode were coupled to the reaction, only a high-frequency mode could accommodate the data. The fit to the one-mode model shows that there must be some contribution from low-frequency modes coupled to the charge-recombination reaction. These conclusions are at variance with theories to explain the temperature dependence of this reaction which have relied heavily on the one-mode coupled to the charge-recombination reaction. These conclusions are at variance with theories to explain the temperature dependence seen if only one mode is included in a superexchange process because we have little conclusive evidence for the actual value of the free energy at 80 K and this small difference affects the fits to models of the Franck–Condon factors only to a small extent. Our result suggests that the reorganization energy is different for the two populations. An additional proton near the quinone could stabilize the charge on the quinone. The presence of a deuterium isotope effect on the \( P^+\) recombination reaction at low temperature and ENDOR data have been used to suggest that the hydrogens which are hydrogen bonded to the quinone are strongly coupled to the electron-transfer reaction.\(^{81}\) The data presented by Feher et al. in ref 80 do not specifically address the question of two recombination processes but do lend credence to the hypothesis that more than one proton should be strongly coupled to the electron-transfer reaction. Sebban and Wraight provide evidence that a titratable group near \( P^+\) has a large \( \Delta r \) shift when the state \( P^+QA^-\) is formed. These RCs protonated at this site may have hydrogen stretches or other high-frequency modes coupled to electron transfer. Evidence for a proton in process 2 which is not present in process 1 can be found by comparing the values of the high-frequency modes in the two-mode fits to the data in Table II. The high-frequency mode of between 2100 and 2900 cm\(^{-1}\) which is obtained in the fit to the data for population 2 is consistent with a hydrogen stretch. The high-frequency mode for population 1 which is in the region 1300–1600 cm\(^{-1}\) may be due to the carbonyl stretch of the quinone or its may correspond to skeletal modes in the \( \pi \) framework of the quinone and \( P \). The difference in the frequency of the high-frequency mode is the largest difference between the fit to the fast and slow processes using either a model with the Franck–Condon factors alone or one including superexchange.

Conclusions

The electromodulation experiment presented in this paper is a technique that can be applied to any isotropic electron-transfer system to obtain the relationship between the rate of the electron-transfer process and the free energy. The approach to modeling the data using nonlinear least-squares fitting via the saddle-point approximation can be applied to any electron-transfer rate data that have been obtained as a function of free energy. Fits of the experimental rate vs free energy curve to conventional theories of electron transfer yield the result that coupling to high-frequency vibrational modes accounts for more than half the reorganization energy at low temperature. This result is at variance with conclusions based purely on the temperature dependence of these rates but is quite consistent with the temperature dependence. The absence of large quantum beats probably means that there are several modes in the high-frequency regime, although the nature of the coupling to the medium remains to be fully elucidated. The results of fits to the data point out the danger of relying on one-mode models to account for the dependence of rate on the free energy. On the basis of an analysis of the potential

\[ \Delta G^\ddagger = 30 \text{ meV} \]

Like wise, in \( Rps. \ viridis \) RCs Wraight and co-workers have proposed in a careful and detailed study that the biexponential kinetics are due to the state of protonation of the RC.\(^{44}\) There are many protonatable groups in the RC, and it is possible that many protons could be affected by the formation and decay of the \( P^+QA^- \) dipole. We shall consider the hypothesis that there is a different number of protons in the two populations of RCs which give rise to different recombination rates as has been proposed by Sebban and Wraight.\(^{44}\) It is important to point out that these investigators attribute the difference in rates to a difference in \( \Delta G^\ddagger \) of 30 meV between the fast and slow process. This difference seems small compared to the electric field interaction energies of \( \pm 300 \text{ meV} \) in this experiment, but may be significant. We have assumed that \( \Delta G^\ddagger \) is identical for the two processes because we have little conclusive evidence for the actual value of the free energy at 80 K. This small difference affects the fits to models of the Franck–Condon factors only to a small extent. Our result suggests that the reorganization energy is different for the two populations. An additional proton near the quinone could stabilize the charge on the quinone. The presence of a deuterium isotope effect on the \( P^+\) recombination reaction at low temperature and ENDOR data have been used to suggest that the hydrogens which are hydrogen bonded to the quinone are strongly coupled to the electron-transfer reaction. Wraight provides evidence that a titratable group near \( P^+\) has a large \( \Delta r \) shift when the state \( P^+QA^-\) is formed. These RCs protonated at this site may have hydrogen stretches or other high-frequency modes coupled to electron transfer. Evidence for a proton in process 2 which is not present in process 1 can be found by comparing the values of the high-frequency modes in the two-mode fits to the data in Table II. The high-frequency mode of between 2100 and 2900 cm\(^{-1}\) which is obtained in the fit to the data for population 2 is consistent with a hydrogen stretch. The high-frequency mode for population 1 which is in the region 1300–1600 cm\(^{-1}\) may be due to the carbonyl stretch of the quinone or its may correspond to skeletal modes in the \( \pi \) framework of the quinone and \( P \). The difference in the frequency of the high-frequency mode is the largest difference between the fit to the fast and slow processes using either a model with the Franck–Condon factors alone or one including superexchange.
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\[ \Delta G^\ddagger = 30 \text{ meV} \]
surfaces it was found that frequency shifts should accompany electron transfer, and indeed the best fit to the data was obtained by using a model which included frequency shifts in the Franck-Condon factors. Coupling to higher lying states is found to be consistent with the results obtained here. In addition, we have shown that the field dependence of the electronic factor is much smaller than that of the Franck-Condon factor when a reasonable model is employed. We caution that if the Condon approximation breaks down the conclusions of this and all other attempts to apply higher order coupling may be altered.

The experimental technique used can easily be applied to other electron-transfer systems on a faster time scale. The measurement of electric field modulation of electron transfer on the millisecond or microsecond time scale is quite feasible for charge-recombination reactions and on the picosecond time scale for charge-separation reactions. Many features of the result obtained here for the P**Q**-** recombination kinetics are similar to the electric field effect found for the primary charge separation in RCs. For example, both electron-transfer reactions slow down in the presence of an external electric field and the observed field dependence in both reactions is quadratic. The charge-separation and recombination reactions occur on drastically different time scales, and it is surprising that both exhibit the same time-averaged field dependence as well as a similar temperature dependence which has long been known. Also, the electronic coupling in both processes may be mediated by higher lying states. Much more is known about the likely intermediate or mediating states in the case of charge recombination, so these results may be useful to calibrate studies of the charge-separation dynamics.

---
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The effects of added urea and of several other low molecular weight cosolutes (including methylated ureas and alcohols) on the coil-to-helix transition of agarose in aqueous solution have been studied. Both stabilizing and destabilizing effects on the helical state (an increase or a decrease in the transition temperature) were observed, depending on the cosolute. The adsorption of the various cosolutes to agarose has also been investigated, by gel permeation chromatography on an agarose column, and a clear correlation is found between the destabilizing (stabilizing) efficiency of a cosolute and its degree of adsorption (desorption) to agarose. A lattice model, in which all pair interactions between the system components are considered, is used to analyze the effects of the adsorption/desorption of cosolutes on the conformational equilibria of macromolecules. The important role of solvent-cosolute interactions for the adsorption behavior (and denaturing efficiency) of the cosolute is brought out by this analysis. Thus, the slightly unfavorable urea-water interaction, evidenced by thermodynamic data on the binary system, largely suffices to explain the helix-stabilizing effect of urea on agarose.

---

**I. Introduction**

The effects of added low molecular weight cosolutes on the conformational equilibria of macromolecules in aqueous solution (e.g., the reversible denaturation of globular proteins and the helix-coil equilibria of polypeptides, DNA, and polysaccharides) typically follow very general patterns. Thus, regardless of the identity of the macromolecule, the addition of a typical "denaturant," like urea, generally increases the stability of the unfolded (disordered) conformation. This insensitivity to the chemical details of the macromolecule has lead to suggestions that the effect of cosolutes can be sought in the cosolute-water interactions, and much effort has been spent on the understanding of the effects of such interactions on the, loosely speaking, solvent quality of the mixture. Quite popular in this context have been explanations in terms of cosolute-induced changes in the structure of the macromolecule, for example, both electron-transfer reactions slow down in the presence of an external electric field and the observed field dependence in both reactions is quadratic. The charge-separation and recombination reactions occur on drastically different time scales, and it is surprising that both exhibit the same time-averaged field dependence as well as a similar temperature dependence which has long been known. Also, the electronic coupling in both processes may be mediated by higher lying states. Much more is known about the likely intermediate or mediating states in the case of charge recombination, so these results may be useful to calibrate studies of the charge-separation dynamics.

---