Low-order modeling of non-premixed flames subjected to a transverse acoustic mode

By D. Brouzet and M. Ihme

1. Motivation and objectives

Combustion instabilities (CIs) are one of the major challenges for the design and operation of gas turbines and rocket engines (Lieuwen & Yang 2005). These instabilities are characterized by large self-sustaining oscillations in pressure and heat release, arising from the coupling between combustion, acoustics, and unsteady flow field. While some papers examined CIs in annular combustors to study the nature of transverse modes (Wolf et al. 2012; Prieur et al. 2017; Rouwenhorst et al. 2017), more fundamental studies have used acoustic forcing to mimic the acoustic field with either longitudinal (Rocha et al. 2008; Juniper et al. 2009) or transverse (O’Connor 2015; Worth et al. 2017) forcing. Acoustic excitation enables the thorough investigation of the flame and flow behavior and has helped in understanding the mechanisms leading to CIs.

When transverse CIs occur, the acoustic field introduces transverse velocity fluctuations inside the combustion chamber and a fluctuating pressure difference between the chamber and the plenum. O’Connor et al. (2015) and Urbano & Selle (2017) noted that transverse fluctuations do not directly affect the heat release rate in gas turbine and liquid rocket engine configurations. However, pressure fluctuations induce longitudinal waves in burners, nozzles, and injectors, which in turn cause heat release fluctuations (Gröning et al. 2016; Armbruster et al. 2019). The acoustic response from different combustor elements is then necessary for the accurate prediction of the injector flow rate and the combustor stability. Several studies computed the injector or burner velocity fluctuations using linear acoustic models. This enabled the prediction of the combustor stability by describing the flame response with a time-lag model (Krebs et al. 1999) or with a numerically computed and frequency-dependent function (Krüger et al. 2001). The aforementioned studies, however, focused on premixed configurations. The response of non-premixed injectors to transverse acoustic waves has not been examined yet.

While there is significant literature studying the response of non-premixed flames to longitudinal acoustic forcing (e.g. Baillot & Demare 2007; Juniper et al. 2009; Magina et al. 2019), studies on non-premixed flames under transverse acoustic excitation are sparser. Plascencia et al. (2020) considered two forcing conditions, in which either the pressure node (PN) or the pressure anti-node (PAN) aligns with the centerplane of a non-premixed jet flame. For PN conditions, they found that the flame becomes more wrinkled but remains anchored even for a large forcing amplitude. In contrast, under a PAN mode, the flame would periodically or completely lift off and exhibit puff-like structures. By performing a large-eddy simulation (LES) of this configuration, Brouzet et al. (2022) showed that the acoustic response of the injectors was significant in the PAN case, resulting in large fluctuations in the mass flow rates of the fuel and oxidizer streams. This longitudinal forcing resulted in a periodically increased mixing at the stoichiometric surface, leading to significant heat release rate oscillations near the inflow. This study...
focused on the physical mechanisms leading to heat release rate fluctuations but did not attempt to model the flame response.

The flame response can be modeled through Crocco’s $n$-$\tau$ model (Crocco 1951, 1952), which correlates the integrated heat release rate to the inlet velocity fluctuations through a delayed time. This model has been applied to various premixed systems and is a simple tool to understand the main flame response characteristics. However, there are inherent limitations to this global model. For instance, the flame can be convectively non-compact, meaning that the characteristic Strouhal number based on the flame length $L_f$, $St = fL_f/\overline{u}$, can be much greater than unity for the frequencies of interest. This typically leads to some regions in the flame that are in phase with the acoustic field while others are out of phase, especially for a non-premixed flame with large $L_f$ (Varoquie et al. 2002; Truffin 2005). This behavior weakens the thermo-acoustic coupling and contributes to the difficulties in applying the $n$-$\tau$ model to non-premixed flames. More complex approaches have been developed, such as flame transfer functions (Ducruix et al. 2000) or nonlinear flame describing functions (Noiray et al. 2008), which can include distributed time delays (Polifke 2020). It is still unclear whether simple models like the $n$-$\tau$ framework can accurately describe the response of non-premixed flames and, if so, under which conditions.

This paper considers two aspects crucial to the understanding of transverse CIIs in non-premixed systems: the response of the injector flow to transverse acoustic excitation and the flame response modeling. To this extent, numerical simulations of the configuration considered by Plascencia et al. (2020) and Brouzet et al. (2022) are conducted and compared against low-order models. First, the methodology of the LES is described in Section 2. Then, an analytical acoustic model for the acoustic response of the injectors is developed and compared to numerical results in Section 3. Flame response modeling is tackled in Section 4, and conclusions are presented in Section 5.

2. Methodology

2.1. Governing equations

To analyze how the acoustic field couples to the flame dynamics, LES are conducted in this work. A fully compressible finite-volume solver (Khalighi et al. 2011; Ma et al. 2017) is used to conduct the simulations. It solves the following Favre-filtered governing equations for conservation of mass, momentum, and energy,

$$\partial_t \overline{\rho} + \nabla \cdot (\overline{\rho \bar{u}}) = 0,$$

$$\partial_t (\overline{p \bar{u}}) + \nabla \cdot (\overline{p \bar{u} \bar{u}}) = -\nabla \overline{p} + \nabla \cdot \overline{\tau_{\nu+t}},$$

$$\partial_t (\overline{e_{tot}}) + \nabla \cdot \left[ \overline{\bar{u} (e_{tot} + p)} \right] = \nabla \cdot (\overline{\tau_{\nu+t} \cdot \bar{u}}) - \nabla \cdot \overline{q_{\nu+t}},$$

with density $\rho$, gas velocity vector $\bar{u} = [u, v, w]^T$, pressure $p$, specific total energy $e_{tot}$, stress tensor $\tau$, and heat flux $q$. Overbars and tildes denote Reynolds and Favre filtering, respectively. Subscripts $\nu$ and $t$ denote viscous and turbulent contributions, respectively. Turbulent subgrid scales (SGS) are modeled using the Vreman model (Vreman et al. 2009).

The flamelet/progress-variable (FPV) approach (Pierce & Moin 2004; Ihme et al. 2005) is used to model the combustion process, in which the thermochemical properties are a function of the mixture fraction $\bar{Z}$, the progress variable $\bar{C}$, and the mixture fraction variance $\bar{Z}^2$. The pressure fluctuations considered in this study do not exceed 0.5% of the
Low-order modeling of acoustically forced non-premixed flames

mean pressure, meaning that pressure effects on kinetics are negligible, at least compared to the other effects discussed in the paper. This is the reason why the combustion process is considered independent of pressure in the FPV approach. The solved LES equations for the quantities of interest are as follows

\[
\partial_t(\overline{pZ}) + \nabla \cdot (\overline{p \mathbf{u} Z}) = - \nabla \cdot \mathbf{j}_{Z,v+i},
\]

(2.4)

\[
\partial_t(\overline{pC}) + \nabla \cdot (\overline{p \mathbf{u} C}) = - \nabla \cdot \mathbf{j}_{C,v+i} + \overline{\omega_C},
\]

(2.5)

\[
\partial_t(\overline{pZ''^2}) + \nabla \cdot (\overline{p \mathbf{u} Z''^2}) = - \nabla \cdot \mathbf{j}_{Z''^2,v+i}.
\]

(2.6)

The progress variable is defined as \( C = \sum_i Y_i \), where \( Y_i \) is the mole fraction of species \( i \). An assumed beta probability density function is used to model the subgrid fluctuations in \( Z \) and \( C \) so that the progress variable source term \( \dot{\omega}_C = \dot{\omega}_C(Z, \overline{C}, Z''^2) \). The diffusive and turbulent fluxes for the scalar \( \psi \) are computed as \( \mathbf{j}_{\psi,v} = -D_{\psi} \nabla \psi \) and \( \mathbf{j}_{\psi,t} = -\mu_t Sc_t \nabla \psi \), respectively, where \( D_{\psi} \) is the diffusion coefficient, \( \mu_t \) is the SGS viscosity, and \( Sc_t \) is the turbulent Schmidt number. The system is closed with the ideal gas equation of state. The chemistry model for the 
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number are used to define the fully developed pipe flow characteristics using an integral length scale of $0.3D_f$. The outlet is modeled by a non-reflecting NSCBC with a relaxation timescale of the order of 15 ms. A damping region, which relaxes the solution to a target, fully combusted, equilibrium state, is used in the exhaust section of the domain. This damping region prevents any thermodynamic or chemical inhomogeneities at the outlet that would lead to a spurious behavior with the non-reflecting locally one-dimensional and inviscid boundary conditions. To this end, the formulation developed by Bogey et al. (2000) is used, combined with a linear relaxation factor in the streamwise direction.

Two simulations were conducted in this work. The first one was performed to study the acoustic response of the injectors to a transverse acoustic mode by considering the whole injector length. The mixture is not ignited in this case, and the results are compared to a low-order theoretical acoustic model. The second simulation is an LES of the flame, where the injector’s boundary conditions were specified using the derived acoustic model with a reduced injector length, as shown in Figure 1. In both simulations, the acoustic waves are prescribed from the two transverse boundaries, which model the speakers. For both simulations, a transverse acoustic forcing is performed for the first PAN mode (i.e., at $f = 360$ Hz); therefore the waves injected at both ends are in phase, leading to a zero transverse velocity amplitude at the injector exit.

3. Acoustic response of the injector

In this section, we develop an analytical model to describe the acoustic response of the coaxial injector to transverse acoustic waves in the chamber. The following analysis assumes that the acoustic wavelength, $\lambda$, is large compared to the injector diameters, so that only planar waves are present. The most restrictive condition is therefore imposed by the coflow diameter $D_c/\lambda \leq 0.61$ (Levine & Schwinger 1947), providing a constraint for the frequency of $f \leq 0.61c/D_c \simeq 2350$ Hz, with $c$ being the speed of sound in the injector. Then, the pressure and streamwise velocity fluctuations in the injector can be written as a function of the upstream and downstream propagating acoustic wave amplitudes $A^-$.
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A transverse wave $A^c$ and $A^{+c}$, respectively,

\begin{align}
    p'(x, t) &= \Re \left\{ \left[ A^+ \exp(jkx) + A^- \exp(-jkx) \right] \exp(-j\omega t) \right\}, \quad (3.1a) \\
    u'(x, t) &= \frac{1}{\rho_c} \Re \left\{ \left[ A^+ \exp(jkx) - A^- \exp(-jkx) \right] \exp(-j\omega t) \right\}, \quad (3.1b)
\end{align}

where $j$ represents the imaginary unit, $k = 2\pi f/c$ is the wavenumber, $\omega = 2\pi f$ is the angular frequency, and $\Re \{ \cdot \}$ means that only the real part is considered.

We first consider the response of the coflow. The transverse waves generated by the speakers will diffract in the coflow annulus, leading to an upstream propagating wave of amplitude $A^- = \Delta p$, equal to the combined amplitudes of the two transverse waves in the chamber. As the boundary condition at the bottom of the annulus $x = -L_c$ is fully reflective, an upstream propagating wave of amplitude $A^+ = \Delta p$ will be created. A schematic of the waves is shown in Figure 2. Solving Eq. (3.1) by applying the wall boundary condition $u'_c(-L_c, t) = 0$ leads to the following solution at the coflow exit

\begin{align}
    p'_c(0, t) &= \Delta p \Re \left\{ \exp(2jkL_c) + 1 \right\} \exp(-j\omega t) \right\}, \quad (3.2a) \\
    u'_c(0, t) &= \frac{\Delta p}{\rho_c} \Re \left\{ \exp(2jkL_c) - 1 \right\} \exp(-j\omega t) \right\}. \quad (3.2b)
\end{align}

Equations (3.2a)-(3.2b) show that the pressure and velocity at the coflow annulus exit have an amplitude and phase difference relative to the incoming transverse waves, which is a function of the annulus length $L_c$.

The downstream propagating wave will then diffract into the combustion chamber, with negligible reflection back into the coflow annulus. Considering our model, this means that the pressure at the fuel nozzle is imposed by Eq. (3.2a), which can be written as

\begin{equation}
    p'_f(0, t) = \Delta p_f \Re \{ \exp(-j\omega t + \phi) \}, \quad (3.3)
\end{equation}

where $\Delta p_f = \max[p'_c(0, t)]$ and $\phi$ are the amplitude and phase of the pressure fluctuations. The condition of zero pressure differential across the nozzle is a well-known result for sharp-edge open pipes with small diameters (Van Wijngaarden 1968). While the coflow outlet is large compared to the acoustic wavelength, the fuel tube diameter

Figure 2: Schematic of the acoustic waves in the coaxial injector. The blue and red dashed arrows represent the waves in the coflow annulus and jet tube, respectively.
is much smaller, explaining the non-reflective and fully reflective behavior of the coflow and fuel tube outlets, respectively. In the fuel tube, we have an acoustic problem with the two following boundary conditions: The upstream propagating wave with amplitude $A_0^-$ is reflected at $x = -L_f$ by the upstream choked flow condition, and the downstream propagating wave with amplitude $A_0^+$ is reflected by the imposed harmonic pressure condition at the fuel tube outlet (Eq. (3.3)). To analytically solve this problem of reflected waves both at the bottom and at the top of the fuel tube, the method of characteristics is used (Rienstra & Hirschberg 2004). This method leads to the following solution for the downstream and upstream propagating waves

\[
A_0^- = \Delta p_f \Re \left\{ \sum_{n=0}^{N_1} (-1)^n \exp (2jknL_f) \right\}, \quad (3.4a)
\]

\[
A_0^+ = -\Delta p_f \Re \left\{ \sum_{n=1}^{N_2} (-1)^n \exp (2jknL_f) \right\}, \quad (3.4b)
\]

where the integers $N_1 = [(ct + x)/2L_f]$ and $N_2 = [(ct - x)/2L_f]$ act as counters for the reflected waves. Knowing the analytical form of the geometric series, one can combine Eqs. (3.1b)-(3.4) to express the velocity fluctuations at the fuel tube outlet

\[
u_f'(0,t) = -\frac{\Delta p_f}{\rho c} \Re \left\{ \frac{1 + (-1)^N \exp [2j(N + 1)L_f]}{1 + \exp (2jKL_f)} + \exp (2jKL_f) \frac{-1 + (-1)^N \exp (2jNL_f)}{1 + \exp (2jKL_f)} \exp (-j\omega t + \phi) \right\}, \quad (3.5a)
\]

where $N = N_1 = N_2$ and the pressure fluctuations at this location are computed from Eq. (3.3).

To assess this analytical model, Figure 3 shows comparisons of the pressure fluctuations inside the fuel tube and the coflow between the simulation and the model. Substantial pressure fluctuations are observed inside the injector, and the interaction of the acoustic waves within the injector leads to pressure fluctuations that are much higher at the bottom of the fuel tube than inside the chamber. The good agreement between the simulation and analytical model suggests that the behavior of the acoustic waves is physical.

Velocity fluctuations obtained at the exits of the coflow annulus and the fuel tube are shown in Figure 4, as a function of the normalized time $t_f = ft$. The fuel tube velocity signal features an acoustic beating mode, resulting from the superposition of the forcing frequency and the first resonant frequency of the fuel tube $f_1 = c/(4L_f) \approx 280$ Hz. This result confirms that the exit of the tube acts as a reflecting interface for the acoustic waves and that losses are negligible, as assumed in the model and supported by the theory of Levine & Schwinger (1947) that predicts a near-unity reflection coefficient for the frequency and tube diameter considered. In contrast, the coflow signal is quasi-harmonic at the forcing frequency of $f = 360$ Hz, showing that the open end of the annulus is nearly non-reflecting.

To further assess the analytical model, Eqs. (3.2b)-(3.5a) are compared to the simulation results in Figure 4. Amplitude and phase are in good agreement for the coflow. In addition, the beating behavior in the fuel tube is well captured by the analytical model, especially when the velocity fluctuations are maximum. Overall, these results show that
4. Flame response modeling

We proceed by briefly explaining the flame dynamics resulting from the acoustic forcing. Figure 5 shows an instantaneous snapshot of the flame. The temperature field at the $x$-$y$ centerplane displays puff-like characteristics. The horizontal streaks identified around $x/D_f = 9$ in the coflow region arise from the initialization process, and are slowly convected downstream. While clearly identifiable, they are not significantly contributing to the acoustic behavior in the fuel tube is well represented by linear acoustics with a perfectly reflecting open end and negligible losses.
the heat released by the flame. The isoline indicates the stoichiometric contour with 
\( Z_{st} = 0.098 \), which is substantially corrugated by the surrounding flow field in the first 
ten jet diameters downstream of the inlet. The regions with heat release rate larger than 
\( \dot{Q} = 5 \text{ GW/m}^3 \) are shown by the white isosurfaces and tend to be located in the lower 
part of the flame. Brouzet et al. (2022) performed an in-depth study of the flow, mixing 
and flame dynamics. To summarize their findings, vortices in the outer shear layer arising 
from the coflow forcing corrugate the flame in the near-nozzle region. Simultaneously, the 
jet longitudinal forcing enhances the mixing at greater radial locations. The combination 
of these two mechanisms periodically increases the heat release rate where the flame is 
close enough to the centerline. Hence, the longitudinal fluctuations in the coflow and the 
jet play complementary roles, leading to substantial heat release rate oscillations in the 
near-inflow region.

In order to examine the coupling between the inlet fluctuations and the heat release, 
we proceed by analyzing the associated heat release rate fluctuations. Figure 6(a) shows 
the inlet mass flow rate and integrated heat release rate fluctuations in the flame region 
up to \( x/D_f = 25 \). Strong mass flow and heat release rate oscillations, of the order of 40\% 
and 5\% of their nominal values, respectively, are observed. The amount of fuel burned, 
i.e., the heat release rate average, remained the same whether the flame was excited 
or not. The relative lower fluctuations of the heat release rate compared to the mass 
flow fluctuations are only an indication of the flame response strength. The coupling 
between the pressure at the flame location and \( \Omega' \) is shown in Figure 6(b). Both signals 
are almost in phase even though some low-frequency behavior can be seen for \( \Omega' \) and can 
be attributed to the slow flame convection in the shear layer.

Figure 6 implies a coupling between the jet forcing and the flame response. To quantify 
this response and to evaluate the utility of a simple model in describing the observed 
dynamics, we employ Crocco’s \( n-\tau \) model (Crocco 1951, 1952). This model expresses 
the global heat release rate fluctuations \( \dot{\Omega}'(t) \) as a function of the inlet mass flow rate 
fluctuation \( \dot{m}' \) at a delayed time \( \tau \),

\[
\frac{\gamma - 1}{c^2} \dot{\Omega}'(t) = \dot{m}'(t - \tau)n ,
\]  

(4.1)
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Figure 6: Time signals of the integrated heat release rate fluctuations $\dot{\Omega}'$ compared to (a) the inlet mass flow rate $\dot{m}$ and (b) the pressure fluctuations $p'$ in the flame region.

where $n$ represents the interaction coefficient (i.e., the strength of the flame response) and $\tau$ is a measure of the time required by the flame to respond to forcing. The thermodynamic properties are taken at the fuel inlet. Equation (4.1) implies that all reactants are consumed at a specific time $\tau$ after their injection, suggesting that the flame is convectively compact. This can be a strong assumption for non-premixed flames given that mixing and diffusion play a dominant role in the combustion process. A convectively non-compact version of Crocco’s model can be written by considering a streamwise dependence of the model parameters (Varoquie et al. 2002; Truffin 2005)

$$\frac{\gamma - 1}{c^2} \int_{x - \Delta x/2}^{x + \Delta x/2} \dot{Q}'(x,t) \, dx = \dot{m}'(t - \tau_x)n_x,$$

where $\tau_x$ and $n_x$ are dependent on the streamwise position. The streamwise interval $\Delta x$ over which the integral is performed is set to $4D_f$ in this study, which was found to give converged results.

To compute the $n$-$\tau$ parameters, a methodology analogous to the one described by Frezzotti et al. (2018) is used. To this end, the normalized cross-correlation $R_{\dot{m}\dot{\Omega},\text{norm}}$ between $\dot{m}'$ and $\dot{\Omega}'$ is computed for a range of time delays. The time delay at which $R_{\dot{m}\dot{\Omega},\text{norm}}$ is maximum is then defined as the optimum $\tau$ in Crocco’s model. The interaction coefficient $n$ is then evaluated by minimizing the function $|[(\gamma - 1)\dot{\Omega}'(t)/c^2 - \dot{m}'(t - \tau)n]|$. Results from this methodology are shown in Figure 7(a), which shows the cross-correlation and interaction parameters for a range of time delays. The cross-correlation is quasi-periodic given the oscillatory nature of the flow. The vertical dashed lines represent the time delays $\tau_1 = 0.16/f$ and $\tau_2 = 1.18/f$ associated with the first two peaks of $R_{\dot{m}\dot{\Omega},\text{norm}}$, which have comparable amplitudes. The corresponding interaction coefficients are $n \approx 15$. Figure 7(b) shows results for the non-compact model. To remove the low-frequency oscillations, a high-pass filter with a cutoff frequency of 270 Hz was applied to the heat
release rate signals. The time delay follows an almost linear behavior. The interaction coefficient peaks at \( x/D_f \approx 5 \), which corresponds to the delay time \( \tau_1 \) in the compact model. In the region \( x/D_f > 15 \), \( n_x \) gradually decreases, which is consistent with the weaker mixing interaction observed in that region (Brouzet & Ihme 2021; Brouzet et al. 2022). For \( x/D_f > 20 \), the cross-correlation is so low that the methodology fails to find a physically meaningful time delay.

At this point, it is interesting to note that the interaction coefficients identified with the compact and non-compact models are up to two orders of magnitude larger than those of previous non-premixed flame studies for propane flames in a coaxial slot injector at comparable operating conditions (Varoquie et al. 2002; Truffin 2005). The difference might be explained by the sole forcing of the air inlet in these studies, which was found to weakly alter the heat release rate and only at large downstream locations. In contrast, the highest values of \( n_x \) are identified close to the inflow in our case. For comparison with previous flame transfer function studies, it is useful to rewrite Eq. (4.1) as

\[
\frac{\dot{\Omega}'(t)}{\overline{\Omega}} = F_n \frac{u'(t - \tau)}{U_b},
\]

where \( \overline{\Omega} = 12 \text{ kW} \) and \( U_b = 25 \text{ m/s} \), which yields a value \( F_n \approx 0.15 \). This value is on par with the ones obtained for similar chamber and fuel conditions for premixed laminar lean Bunsen-type flames (Duchaine et al. 2011; Silva et al. 2015) at the frequency studied in this paper. Interestingly, these laminar flames were subjected to intrinsic thermo-acoustic instabilities at lower frequencies.

To conclude, we construct a global model for the flame response by estimating the fuel flow rate fluctuations from the acoustic model defined in Section 3 and computing the flame response from Crocco’s model. Both the convectively compact and non-compact formulations of Crocco’s model are considered to estimate the effect of the compactness
assumption. A comparison between the LES and model results is shown in Figure 8. Effects due to turbulence or flame corrugation are not taken into account and contribute to the discrepancies observed between the LES and the models. Even so, the maximum amplitude and frequency of the heat release rate fluctuations are reasonably well predicted. The convectively compact model performs at least as well as the non-compact one, illustrating that the former is well suited for the non-premixed system studied. Because the strong heat release rate oscillations are limited to a region close to the inflow, the underlying assumptions that the combustion is correlated to the fuel flow rate and that it occurs at a specific delayed time are both satisfied. Overall, these results show that a modeling strategy combining the acoustic response of the injector and Crocco’s model for the flame response can lead to a reasonable prediction of non-premixed flame dynamics.

The strength of the global model which combines the acoustic response of the injector and Crocco’s approach is that, for a given flame response (i.e., \( \tau \) and \( n \) values), one can investigate the effect of different injector parameters (e.g., injector length, upstream boundary conditions, presence of a coflow annulus) on the overall flame response.

5. Conclusions

A turbulent non-premixed methane/air flame under a transverse acoustic mode was studied to assess low-order models. The flame was subjected to a standing PAN wave, where pressure oscillations are maximum at the centerline. Using this configuration, we studied two important aspects related to transverse CIs: the acoustic response of the injector and the flame response modeling.

Acoustic simulations revealed that transverse acoustic modes introduce strong longitudinal velocity perturbations in the injector, both in the coflow and in the fuel jet. An analytical model was developed to predict the acoustic fluctuations in the injector, showing good agreement with simulation results and implying that the acoustic behavior in the fuel tube is well represented by linear acoustics with a perfectly reflecting open end and negligible losses.

Substantial heat release rate oscillations in the near-inflow region were observed in the LES. Modeling using both convectively compact and non-compact \( n-\tau \) models showed that the flame response was strong for a non-premixed configuration. A global model combining the acoustic and compact \( n-\tau \) models showed good agreement with LES results. Because the large heat release rate fluctuations were limited to a region close to the inflow, the underlying assumptions that the combustion is correlated to the fuel flow
rate and that it occurs at a specific delayed time were both satisfied. This study showed that a modeling strategy combining the acoustic response of the injector and Crocco’s model for the flame response can lead to a reasonable prediction of non-premixed flame dynamics.
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