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Abstract—A computer model was developed to simulate global gas-phase photochemistry. The model
solves chemical equations with SMVGEAR 1II, a sparse-matrix, vectorized Gear-type code. To obtain
SMVGEAR 1II, the original SMVGEAR code was modified to allow computation of different sets of
chemical reactions for urban, free-tropospheric, and stratospheric regions during the same model run.
SMVGEAR was also modified to allow grid cells in each region of the atmosphere to be reordered
according to stiffness of the chemical equations, each time interval. Reordering speeds solutions by a factor
of more than two compared to not reordering. Two 30 day simulations of chemistry coupled (with feedback)
to radiation field calculations over a global grid, were performed. In one simulation, results were obtained
for 49,680 grid cells (15-layers general circulation model grid), and in the other, results were obtained for
96,048 cells (29-layer grid). In both simulations, 200 “urban” (assumed below 900 mb) chemical equations
were solved, 169 “free tropospheric” (225-900 mb) equations were solved, and 115 “stratospheric” (above
225 mb) equations were solved. The times required for the two 30 day simulations on a single processor of
a Cray 90 were 6.2 and 11.6 h, respectively, at an average speed of approximately 362 megaflops.

Key word index: Gear code, photochemistry, global modeling, air pollution, ordinary differential equa-

tions.

1. INTRODUCTION

Models that simulate atmospheric photochemistry require
the use of a stiff-ordinary differential equation solver. Be-
cause the number of model grid cells are often large and
integration periods are often long, the numerical solver must
be computationally fast. Also, the residual error from the
solver must be small. Because most accurate solvers are
relatively slow, modelers have often reduced computer time
by either reducing the size of the modeling domain, reducing
the number of species and reactions solved, or simplifying
the chemical solver.

For example several excellent tropospheric or strato-
spheric chemical modeling studies have been carried out in
two, instead of three, dimensions, because computer time
was limited (e.g. Crutzen et al., 1978; Logan et al., 1981;
Derwent, 1982; Isaksen and Hov, 1987; Austin, 1991; Hough,
1991; Kanakidou et al, 1991; Garcia and Solomon,
1983,1994; Ko et al., 1993; Tie et al., 1994; Strand and Hov,
1994). In addition, pioneering three-dimensional studies
have often been carried out with either parametrized chem-
ical solvers (e.g. Jacob et al., 1989) or family solvers (e.g. Kaye
and Rood, 1989; Rose and Brasseur, 1989; Kao et al., 1990;
Lefevre et al., 1994; Elliott et al., 1995).

In order to solve many chemical reactions in a large global
grid with a high order of accuracy, either faster computers or
faster integrators are required. Recently, Gear’s predictor—
corrector scheme (Gear, 1971) was modified with sparse
matrix and vectorization techniques to obtain a fast integ-
rator (Jacobson 1994; Jacobson and Turco, 1994). The re-
sulting code, SMVGEAR (sparse matrix, vectorized Gear
code), achieves over 360 megaflops on one processor of
a Cray 90 computer, solves hundreds of chemical rate equa-
tions in large model domains, and maintains the accuracy of
Gear'’s original code.

For a copy of this code, please email jacobson@ce.stan-
ford.edu.

For the work described herein, SMVGEAR was modified
to solve chemical rate equations over a global grid domain,
where the stiffness of the equations varies significantly from
place to place and time to time. In addition, SMVGEAR was
modified to serially solve different sets of chemical equations
for different regions of the atmosphere. For example, strato-
spheric, free tropospheric, and urban chemistry can be solved
during the same model simulation. Specifying different
chemical mechanisms for different regions of the atmosphere
reduces computational requirements significantly. The
modified version of SMVGEAR is called SMVGEAR II.

To simulate global photochemistry, SMVGEAR I was
coupled to a radiative transfer model. Optical properties of
all photodissociating gases in the model were used to calcu-
late the radiation fields; consequently, feedback between
chemistry and radiation occurred. Subsequently, computer
timings were performed. In the following sections,
SMVGEAR 1I is discussed and analyzed and computer
timings are shown.

2. MODIFICATIONS TO SMVGEAR

2.1. Description of SMVGEAR

SMVGEAR is derived from Gear’s, predictor-corrector
method (Gear, 1971), which was based on the backward
differentiation formula (BDF). The BDF can be written as
(e.g. Byme et al., 1977; Hindmarsh, 1983)

dy, &
yo=hBor 4 3 a3, M)

dt j=1
where y, is an array of N real variables at time t, (and
n denotes the time step number), dy,/dt =f(t,, y,) is an
array of first derivatives for each value of y, at time ¢,
h=t, —t,_, is the current time step, q is the current order of
the method (1 < ¢ < 5), and ayand B, are scalar multipliers
(B, > 0) that depend on the current order. The boundary
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conditions, y, = y(t,) , define the initial values for the prob-
lem.

A solution to equation (1) can be found by solving the
modified Newton iterative equation, written as

Polyumse1) — Ynm] = — Ynomy + hBof (tn, Vnm)
q

+ X %Ya-j @

j=1
where
P,x~1—hByJ, 3)

is a predictor matrix, m is the iteration number, I is the
identity matrix, and

d i TN
Jn=J(tn, ya) = [51] @
i j=1

is the Jacobian matrix of partial derivatives.

SMVGEAR uses Gear's solution method; however, sparse
matrix and vectorization techniques were applied to improve
computational speed significantly. About half of the speedup
of SMVGEAR was due to sparse-matrix techniques and half
was due to vectorization. The primary sparse-matrix tech-
nique was to reorder the matrix of partial derivatives, then to
eliminate all subsequent multiplies by zero during matrix
decomposition and back substitution. The primary vector-
ization technique was to divide the grid domain into blocks
of approximately 500 grid cells each, then to solve equations
in each block together. In such cases, almost every inner loop
in the code was vectorized around the grid-cell loop, which
had length equal to the number of grid cells in a grid block.

The average size of a grid block in the model was chosen
as a compromise between competing factors. For example,
when a grid block is large, speed from vectorization in-
creases. However, the number of total operations also in-
creases because more grid cells are tied together whenever
a single cell causes many iterations for the block as a whole.
A compromise grid block size of 500 was chosen because it is
large enough to result in 90% maximum vectorization speed
on Cray computers (NAS, 1992) but small enough not to
cause too many excess calculations. Nevertheless, excess
calculations do occur. Thus, to reduce excess calculations,
a method was developed here to reorder grid cells so that
cells with similar stiffness are placed in the same grid blocks.

2.2. Predicting stiffness and reordering grid cells

In SMVGEAR, grid-cells were grouped arbitrarily into
blocks of approximately 500 cells each. For example, a grid
with dimensions 40 x 50 x 10 (20,000 grid cells) gave rise to
40 grid blocks. Cells for each block were gathered sequen-
tially, from the southwesternmost corner of the surface layer
towards the east, then to the next latitudinal row, and then to
the next vertical layer.

While this method of cell-gathering was convenient, it
resulted in grid blocks containing groups of adjacent grid
cells with different stiffnesses. Examples of where stiffness
varies among adjacent cells are regions where sunrise and
sunset occur, regions where photodissociation rates differ
vertically, and regions where strong concentration gradients
occur (such as near emissions).

To reduce excess computations caused by grouping grid
cells with varying stiffness together, a technique was de-
veloped to regroup grid cells each chemistry time interval
according to stiffness. A chemistry time interval is defined as
a period during which photochemistry (or photochemistry
plus emissions) is solved alone in the model. Before and after
a chemistry time interval, transport and other processes are
allowed to affect concentrations; however, during a chem-
istry interval, chemistry is integrated alone, with variable
integration time steps. In typical model applications, chem-
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istry time intervals vary between 300 and 1800 s while integ-
ration time steps vary between 10~8 and 1800s.

In SMVGEAR 11, grid cell stiffness is determined in two
ways. First, for each grid cell, except for those in which
sunrise occurs during the time interval, stiffness is estimated
with

1 J dyiia/dt \?
Sen==Y (——) 6)
NS \Vikn + Egison _

where y, , ,and E; , , are the concentration and absolute
error tolerance, respectively, of species i at time n in grid cell
k,and N is the order of the matrix of partial derivatives. After
the stiffness is estimated for each grid cell with equation (5),
the cells are reordered from smallest to largest values of
S with the heapsort sorting routine (Press et al., 1992), which
is an N log, N process. Subsequently, the reordered cells are
placed sequentially into grid blocks. Thus, if each grid block
contains 500 cells, then the first block will contain the 500
cells with the lowest predicted stiffness values and the last
block will contain the 500 cells with the highest predicted
stiffness values.

To test the effects of reordering, a 4 h simulation over
a global grid domain was performed and statistics were
gathered. Figure 1 shows the correlation between the min-
imum stiffness predicted for each grid block over all time
intervals vs the resulting number of matrix back-substitution
calls. The number of back-substitution calls correlates posit-
ively to stiffness. The figure shows that, in general, the larger
the minimum predicted stiffness for the block, the greater the
number of back-substitution calls (thus the greater the actual
stiffness of equations in the block). Consequently, grouping
grid cells that have similar initial stiffnesses reduces excess
calculations. To test this hypothesis further, comparisons of
results with and without reordering were made. Table 1 com-
pares statistics from global simulations. The table shows that
the number of back-substitution calls decreased by a factor
of over two when cells were reordered compared to when
they were not reordered.

When sunrise occurs, equation (5) is not a good predictor
of stiffness since the equation predicts stiffness at the begin-
ning of the interval, before sunrise occurs, and stiffness
changes rapidly after sunrise. Instead, sunrise cells are or-
dered here by time of sunrise. Further, since all sunrise cells
face similar stiffness difficulties as each other, they are se-
questered into their own blocks. Sunset cells are also given
their own blocks. However, they are ordered by stiffness, as
predicted from equation (5), since stiffness of sunset cells only
decreases between the beginning and end of a time interval.
Table 1 shows that the computer time and number of back-
substitution calls decreased when cells were sequestered and
reordered during sunrise and sunset as opposed to when they
were not sequestered or reordered at all.

2.3. Solving stratospheric, tropospheric, and urban chemistry
serially

The second new feature of SMVGEAR 11 is a modification
that allows it to solve different sets of chemistry for different
regions of the atmosphere. For example, many chemical
reactions that are important in the stratosphere are not so
important in the troposphere. Similarly, many reactions that
are important in urban regions are not so important in the
free troposphere or stratosphere.

The chemical mechanism used for urban air consist of 200
inorganic and organic reactions (176 kinetic and 24 phioto-
lysis reactions). The tropospheric mechanism consists of 169
reactions (147 kinetic and 22 photolysis), which include all
the urban reactions except for aromatic reactions. Finally,
the stratospheric mechanism consists of 115 reactions (81
kinetic and 34 photolysis), which include inorganic chem-
istry, light organic chemistsy, and chlorine and bromine
chemistry. Most reactions in all three mechanisms were



Technical Note 2543

Zm ] llllll1 L llllll‘ rvnm, l'l'lTI"‘ T lllllq T lTl"l‘ YT"I'WI I'TIT"" T I”Il‘ L] lllll’q T l"lﬂ1 L l""‘q T |HII1 T llll-
ﬂ B ..
= g i
: 150 @ o -
.g - O § -
a r -
5 I oo .
S 100 [ ]
o !
S L
D s
Qoet
o L
zo 50 -—g

0 [2..900% \
101 1012 1010 10°® 10°¢ 10 0.01 1
Predictor value (s%)

Fig. 1. Number of back-substitution calls for a grid block during a time interval as a function of the
smallest stiffness predictor value among all grid cells in the block.

Table 1. Number of matrix back-substitution calls, matrix decomposition calls, and integration time steps required for
chemistry during three 4 h global simulations.

Case No. back-sub calls No. decomp. calls - No. time steps
1. No reordering 55,012 11,471 33,315
2. Reordering by sunrise and sunset only 48,097 11,641 30,783
3. Full reordering 26,983 6,045 17,103

Note: In Case 1 grid cells were not reordered. In Case 2, only sunrise and sunset cells were sequestered and reordered.
Finally, in Case 3, all cells were reordered and sunrise and sunset cells were both sequestered and reordered.

drawn from Atkinson et al. (1992), Gery et al. (1989), De-
More et al. (1990), Paulson and Seinfeld (1992), and refer-
ences therein. The reaction list is available, along with
SMVGEAR II, via the internet, as described on the first page
of this article.

SMVGEAR II solves any number of chemical mecha-
nisms during the same model simulation; however, it re-
quires only one input reaction data set. Reactions for a speci-
fic region or for several regions of the atmosphere are de-
noted, in the reaction table, by a given symbol that is read by
the computer. In addition, SMVGEAR II allows different
atmospheric regions to be chosen arbitrarily and grid cells to
be reordered in each region automatically. For the simula-
tions discussed here, regions of the atmosphere below
900 mb were considered urban regions, regions between 900
and 225 mb were considered free tropospheric regions, and
regions between 225 and 1 mb were considered stratospheric
regions. However, these assignments are easily changed.

While different reactions are solved in different regions of
the atmosphere, all species are permitted to be transported
throughout all regions of the atmosphere. In other words,
when chemistry and radiation are coupled to horizontal and
vertical transport (e.g. advection and convection), all species
in the master list are permitted to travel to and from each
region of the atmosphere. However, different sets of chemical
reactions affect the species in each region.

At least two reasons exist for using different reaction sets
for different atmospheric regions. First, many reactions are

unimportant in some regions of the atmosphere. For
example, oxygen, nitrous oxide, water, and chlorofiuoro-
carbon photolysis occur in the stratosphere but not in the
troposphere, and aromatic hydrocarbons play a relatively
minor role in stratospheric photochemistry. With one reac-
tion set, numerous excess computations are required if all
reactions are included in all regions of the atmosphere. Thus,
dividing the atmosphere into regions where photochemical
mechanisms differ reduces computer time substantially.
Similarly, dividing up the atmosphere allows intense treat-
ment of chemistry in one or more region of the atmosphere
while allowing other regions of less concern to be treated less
rigorously. Thus, a modeler interested primarily in the
troposphere can solve tropospheric chemistry in detail but
simplify stratospheric chemistry to obtain reasonable bound-
ary condition concentrations. Similarly, a modeler interest-
ed primarily in the stratosphere can solve stratospheric
chemistry in detail but simplify tropospheric chemistry.

3. TIMINGS OF SMVGEAR I OVER A GLOBAL DOMAIN

3.1. Setup of simulations
To test the speed of SMVGEAR 1II, simulations of chem-

istry coupled to radiative transfgr over two global grids were
performed on a Cray 90 supercomputer. Both grids had
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horizontal resolution 3.91 x 5° (46 latitudinal and 72 longi-
tudinal grid cells) and used spherical coordinates, However,
one grid used 15 vertical layers and the other used 29 vertical
layers (sigma coordinates). Thus, the first grid required
49,680 grid cells and the second required 96,048 grid cells.
Both grids were similar to those used in the UCLA Atmo-
spheric General Circulation Model.

For the 15-layer model, nine layers were defined above
225 mb, five layers were defined between 225 and 900 mb,
and one layer was defined below 900 mb. For the 29-layer
model, 18 layers were defined above 225 mb, 10 layers were
defined between 225 and 900 mb, and one layer was defined
below 900 mb. Urban chemistry was solved for in grid cells
below 900 mb, free tropospheric chemistry was solved for in
cells between 225 and 900 mb, and stratospheric chemistry
was solved for in cells above 225 mb.

The radiation fields in the model were determined in the
following manner. First, zenith angles, time of sunrise, and
time of sunset for each grid cell were determined using
formulas from the Astronomical Almanac (Nautical Alma-
nac Office, 1993). Second, absorption cross section and
quantum yield data for all radiative species were compiled.
Third, a wavelength grid was set up that consisted of 87
intervals between 175 and 800 nm. Fourth, ultraviolet and
visible optical depths for each wavelength were determined
for each grid cell by accounting for Rayleigh scattering and
gas absorption. Aerosol scattering and absorption were ig-
nored for these simulations.

Optical depths for each grid cell were determined by
multiplying extinction coefficients by the thickness of the
cell. Spectral extinction by gas absorption was calculated by
summing, over all photodissociating gases, the product of
the gas’ absorption cross section at each wavelength and its
number concentration. Since number concentrations varied
in time due to changing chemistry, optical depths also varied
in time due to chemistry. Consequently, a feedback was
created between chemistry and radiation. In this feedback,
chemistry affected concentrations, which affected optical
depths, which affected radiation fields, which affected chem-
istry.

Next, optical depth, single-scattering albedo, and zenith
angle information was used to calculate mean intensities. To
solve for mean intensities, the tridiagonal, radiative transfer
solution technique of Toon et al. (1989) was used. Mean
intensities, absorption cross sections, and quantum yield
data were then used to calculate photolysis rates for the
beginning and end of each chemistry time interval. During
each interval, photolysis rates at the beginning and end of
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the interval were interpolated to find an approximate rates
during each integration time step. Thus, the model deter-
mined global radiation fields that varied in time and space.

Finally, initial meteorological conditions and gas mixing
ratios were needed. Standard vertical temperature and pres-
sure profiles (NOAA, 1976) were set uniformly over the globe
to simplify the simulations. Similarly, vertical gas mixing
ratio profiles were initially uniform, but varied significantly
during the model simulations due to time- and space-varying
radiation fields. Initial vertical profiles of NO, NO,, N,0O,
HNO,, H,0, 0O,, OH, HO,, H,0,, HO,NO,, CO, CH,,
HC], CIONO,, CH,Cl, cCl,, CFCl,, CF,Cl,, CIO, and
HOCI were interpolated from Brasseur and Solomon (1986).
Also, stratospheric bromine was taken as 17 pptv (Garcia
and Solomon, 1994). In addition, surface mixing ratios of
organic species and bond groups (including formaldehyde,
higher aldehydes, acetone, ketones, paraffins, ethene, olefins,
toluene, xylene, and isoprene) were obtained from San Nico-
las Island measurements on the morning of 29 August 1987
(Lurmann et al., 1992). Such values were scaled with altitude.
Also, mixing ratios of O,, N,, H,, CO,, and SO, were
initialized at 20.95%, 78.08%, 0.53 ppmv, 350 ppmv, and
50 pptv, respectively.

3.2 Computer timings

A 30 day global simulation was run for each of the two
grid sizes described in Section 3.1. Simulation A was run over
the 15-layer grid (49,680 grid cells) and Simulation B was run
over the 29-layer grid (96,048 grid cells). The chemistry time
interval for the simulations was 30 min, and the integration
time steps during each interval varied. All simulations were
carried out with a relative error tolerance of 10~ 3, which was
shown in Jacobson and Turco (1994) to give a normalized
gross error of 0.25% for stratospheric chemistry after 9 days.
Table 2 shows timings and speeds of different SMVGEAR II
processes during the two simulations. Finally, Table 3 shows
the reduction in the number of operations during matrix
decomposition and back substitution for each of the urban,
free tropospheric, and stratospheric chemical reaction sets.

Table 2 shows that SMVGEAR II required 6.2h on
a single processor of a C-90 to solve the photochemistry for
Simulation A and 11.62 h to solve the photochemistry for
Simulation B. The table also shows that grid-cell reordering
and photolysis interpolation required very little time in com-
parison to other SMVGEAR II processes. The driver routine
required the most time; however, no single subroutine dom-
inated computer time. Note that the average megaflop speed

Table 2. Statistics from two global chemistry simulations of SMVGEAR 1II on a Cray 90 supercomputer

Simulation A Simulation B

Time % of total Speed Time % of total Speed
Process (h) time (mflops) (h) time (mflops)
Driver routine 1.62 26.2 408.8 3.03 26.1 403.3
First derivative evaluation 1.38 222 3242 254 219 321.6
Matrix back substitution 1.09 17.6 426.3 2.01 17.3 420.5
Matrix decomposition 0.71 11.5 401.1 135 11.6 395.8
Partial derivative evaluation 0.63 10.1 3280 1.21 104 324.2
Kinetic rate constant calculation 0.53 85 3119 0.98 84 3120
Grid cell reordering 0.16 26 68.9 0.34 29 68.7
Photolysis interpolation 0.08 13 352.7 0.16 14 351.2
Total time/average speed 6.20 100% 366.2 11.62 100% 361.2

Note: Simulations A and B were for 30

calculated explicitly over the globe, and
calculation timings were separated out;
Photolysis interpolation means the interpolation of photolysis

day. For Simulation A, photochemist
global model) and for Simulation B, photochemistry was integrated in 96,048
three chemistry reaction sets were used, as described in the text. Radiation field
thus the timings and speeds shown here are for

Ty was integrated in 49,680 grid cells (15
grid cells (29-layer model). Radiation fiel

-layer
ds were

photochemical calculations only.

rates between the beginning and end of each time interval.
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Table 3. Reduction in array space and in the number of matrix operations before and after the use of sparse-matrix

techniques.
Urban Free troposphere Stratosphere
After sparse After sparse After sparse
matrix matrix matrix
reductions reductions reductions
Initial Day Night [Initial Day Night Initial Day  Night
Order of matrix 94 94 94 74 74 74 43 43 43
No. init. matrix positions filled 8836 735 712 5476 585 565 1849 292 267
% of initial positions filled 100 83 8.1 100 10.7 10.3 100 158 144
No. final matrix positions filled 8836 897 875 5476 728 710 1849 337 298
% of final positions filled 100 10.2 9.9 100 133 130 100 182 16.1
No. operations decomp. 1 272,459 1978 1894 132,349 1709 1627 25,585 709 581
No. operations decomp. 2 4371 458 440 2701 361 346 903 147 118
No. operations back-sub. 1 4371 458 440 2701 361 346 903 147 118
No. operations back-sub. 2 4371 345 341 2701 293 290 903 147 137

Note: Cases are shown for urban, free tropospheric, and stratospheric chemistry. The last four rows of the table indicate
the number of operations in each of four loops of matrix decomposition and back substitution. Decomp. 1 and 2 refer to the
first and second loops occurring during each decomposition call, and back sub. 1 and 2 refer to the first and second loops
- occurring during each back-substitution call. The first column in each case shows values without sparse-matrix reductions,

and the second two columns in each

of SMVGEAR 11, as shown in Table 2, was about 11.5%
faster than the speed of SMVGEAR, as shown in Table 4 of
Jacobson and Turco (1994). The difference in speed resulted
from line-by-line vectorization improvement in several sub-
routines of SMVGEAR IL

Table 3 shows the savings in the number of matrix opera-
tions that resulted from breaking the grid domain into three
distinct regions. For example, suppose, the urban chemical
mechanism were used for the entire grid instead of for re-
gions below 900 mb. In such a case, the first loop of matrix
decomposition would require 1200 more operations for each
stratospheric grid cell and 250 more operations for each
free-tropospheric cell than it currently does, increasing com-
puter time significantly.

Thus, SMVGEAR 1I is faster than SMVGEAR in three
respects: (1) SMVGEAR 1I requires fewer total operations
due to reordering, (2) individual loops in SMVGEAR II are
more efficient due to improved vectorization, and 3)
SMVGEAR II allows different chemical mechanisms to be
solved for in different regions of the atmosphere, reducing
computations for unimportant reactions in some regions.

4. CONCLUSION

A solver of first-order, ordinary differential equations over
large grid domains (SMVGEAR) was modified in two ways
to produce SMVGEAR 1I. First, grid cells were reordered
according to stiffness each chemistry time interval. Stiffness
was estimated with a predictor equation for all grid cells,
except for sunrise cells. For sunrise cells, stiffness was pre-
dicted by time of sunrise. For both sunrise and sunset cases,
cells were sequestered and solved together in their own grid
blocks. Reordering of grid cells improved speeds by a factor
of more than two compared to not reordering. Second,
SMVGEAR was modified to allow the serial solution of any
number of gas-chemistry sets during the same model run.
For the simulations shown here, 200 urban chemical reac-
tions were solved for in regions of the atmosphere below
900 mb, 169 free-tropospheric reactions were solved for in
regions between 900 and 225mb, and 115 stratospheric
reactions were solved for in regions above 225 mb.

case show values with the reductions, for each day and night chemistry.

Computer timings of two global simulations were shown.
First, a 30 day simulation of chemistry over a global 15-layer
grid (49,680 grid cells) required 6.2 h of computer time for
chemistry on a C-90 computer. Second; a 30d simulation
over a global 29-layer grid (96,048 grid cells) required 11.6 h.
The average speed of the chemistry algorithms was over 360
megaflops. For these simulations, chemistry was coupled
interactively with radiative transfer. In sum, SMVGEAR
11 —a variable order, iterative solver — was able to compute
detailed photochemistry efficiently over a global grid when
radiation fields changed continuously in time and space and
when the effects of chemistry and radiation fed back to each
other.
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