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ABSTRACT

As the number and complexity of power system planning models grows, understanding the impact of
modeling choices on accuracy and computational requirements becomes increasingly important. This
study examines empirically various temporal and spatial tradeoffs using the POWER planning model for
scenarios of a highly renewable US system. First, the common temporal simplification of using a
representative subset of hours from a full year of available hours is justified using a reduced form model.
Accuracy losses are generally <6%, but storage is sensitive to the associated model modifications,
highlighting the need for proper storage balancing constraints. Cost tradeoffs of various temporal and
spatial adjustments are then quantified: four temporal resolutions (1- to 8-h-average time blocks);
various representative day subset sizes (1 week—6 months); two spatial resolutions of site-by-site versus
uniform fractional buildout across all solar and wind sites; and multiple spatial extents, ranging from
California to the contiguous US. Most tradeoffs yield <15% cost differences, with the effect of geographic
aggregation across increasing spatial extents producing the largest cost reduction of 14% and 42% for the
western and contiguous US, respectively. These results can help power system modelers determine the

most appropriate temporal and spatial treatment for their application.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

As the US electricity sector transforms to meet regulatory and
reliability requirements in an aging and increasingly renewable
system, numerous optimization studies are being conducted to
explore the economic and power system impacts under different
generator and transmission scenarios. These studies span a range of
spatial scales, from regional, state, and balancing areas, e.g., PPM
using the RREEOM model [ 1] and the Western US using the SWITCH
model [2], to country-wide analyses, e.g., contiguous US using the
ReEDS model [3], US-REGEN model [4], NEWS model [5], and PO-
WER model [6]. Many of these studies utilize a specific multi-
decade capacity expansion model or shorter-term planning
model. Table 1 summarizes the relevant features of several US-
based electricity sector planning models at the national scale
(POWER, ReEDS, US-REGEN, NEWS, NEMS EMM, ReNOT) and at the
regional scale (SWITCH, RREEOM). Each of these models deter-
ministically optimizes for the least-cost system. A review of these

* Corresponding author.
E-mail address: bethany.frew@alumni.stanford.edu (B.A. Frew).

http://dx.doi.org/10.1016/j.energy.2016.10.074
0360-5442/© 2016 Elsevier Ltd. All rights reserved.

model can be found in Section 4.1 of [7]; a broader review of
optimization, simulation, and equilibrium capacity expansion
models is provided in Ref. [8].

At a high level, the differences among these models can be
characterized by tradeoffs in temporal resolution and extent,
spatial resolution and extent, and model complexity. Temporal
resolution is the time step size (hourly, sub-hourly, etc.); temporal
extent is the time horizon over which the model solves (1 week, 1
month, 1 year, etc.); spatial resolution reflects the handling of the
wind/solar/other devices included in the model (e.g., solve site-by-
site, or solve as an aggregated unit across all sites/devices uni-
formly); and spatial extent is the geographic coverage of the model
(state, region, country, etc.). System complexity refers to the rep-
resentation of different power system components, such as
resource adequacy, reliability, intra-regional transmission, distri-
bution system impacts, variability and uncertainty of renewables,
and storage chronology. These “levers” can be adjusted to suit the
research objective(s) and computational resources available. For
instance, temporal and spatial resolution can be reduced in order to
capture a greater system complexity. Most models in Table 1 have
adjusted the temporal lever to include a representative subset of
hours or “time slices” across a full year due to computational limits.
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High level comparison of selected US power system planning models. TS = time-slice. R&C = renewable and conventional. WECC=Western Electricity Coordinating Council.
FERC=Federal Energy Regulatory Commission.

Model Spatial resolution/Extent Temporal resolution/Extent Generator Storage? Transmission? Source(s)
Technologies

POWER (Stanford) 10 FERC regions; ~6000 wind Hourly with 14 + TS/yr Various R&C Yes Inter-regional [6,7]
and ~1400 PV and CSP sites; US

ReEDS (NREL) 134 load and PV resource Hourly with 17 TS blocks/yr Various R&C Yes Inter- & [9]
regions; 356 wind and CSP intra-regional
resource regions; US

SWITCH (UC Berkeley) 50 load regions; ~3000 sites Hourly with 144 TS per 10-yr Various R&C Yes Inter-regional [2,10]
each wind, PV, and CSP; WECC investment period (576 h total)

RREEOM (UDel) PJM region Hourly over 4 yrs Various R&C Yes No [1]

US-REGEN (EPRI) 15 regions; US Hourly with 86 TS/yr Various R&C No Inter-regional [4,11]

NEWS (CIRES) 256 load regions; ~37,000 wind Hourly for 3 yrs Various R&C Yes Inter-regional [5]
and/or solar sites; US

NEMS EMM (EIA) 22 regions, US Hourly with 9 TS blocks/yr for Various R&C Yes Inter-regional [12]

20-25 yrs
ReNOT (Northrop Grumman) Gridded cells (4 km solar, 12 km 15 min solar, hourly wind Wind & solar No No [13,14]

wind), US

Understanding the tradeoffs in model design can help both model
builders and model users select the most appropriate combination
of model parameters for their given application.

The objective of this empirical study is to quantify the tradeoffs
in accuracy and computational requirements associated with the
spatial and temporal modeling decision levers, which are particu-
larly important for large-scale power system planning models. The
POWER model — Power system Optimization With diverse Energy
Resources [6] — is used to examine these sensitivities. The
complexity lever of POWER is fixed for all cases here, except where
(1) the temporal treatment affects the storage formulation (Section
3.2.2) and (2) a reduced form of POWER is used to examine a fuller
temporal extent (Section 3.2.3). The complexity state in the default
POWER formulation includes the deployment and hourly operation
of each dispatchable generator technology, storage technology, and
transmission line within each representative day; variability of
wind and solar generators based on hourly wind and solar resource
potential data across thousands of sites; operational considerations
for dispatchable generators in the form of ramp rate and minimum
load limits; planned and forced outage rates; chronological storage
treatment within each representative day across multiple storage
technology options; inter-regional transmission network connect-
ing 10 regions across the contiguous US; renewable portfolio
standard (RPS) targets; generator outage rates; emissions tracking;
and a statistical formulation for operating reserves including con-
tingency, frequency regulation, and forecast error reserve re-
quirements. POWER does not include fuel supply curves, intra-
regional transmission lines, distribution system impacts (e.g.,
voltage deviations), or electricity market factors (i.e., market rules
and products), and it does not make investment decisions with
foresight of future policy or economic factors. An explicit planning
reserve is also not included, though the load balance constraint
serves as a proxy for ensuring resource adequacy across the model
time horizon.

The impacts from three main sets of scenarios are assessed: (1)
model simplifications and justification due to a reduced temporal
resolution, (2) spatial extent and temporal size (as reflected by
various representative day subset sizes) cost tradeoffs, and (3)
temporal and spatial resolution cost tradeoffs. For each scenario,
various RPS target levels are evaluated, ranging from 40% to 100%,
and three spatial areas are considered: AlICA (California), Western
Electricity Coordinating Council (WECC, comprised of AlICA, SW,
and NW regions in the US), and the contiguous US. The results
presented here focus on the higher RPS levels since actual power
systems, and consequently the capacity expansion models that

analyze them, are moving toward higher penetrations of renewable
resources.

While computational power and data quality are improving,
enabling planning models to incorporate greater detail, there re-
mains a general lack of understanding of the sensitivity and con-
sequences of various model adjustments. The only similar work of
its kind to date to our knowledge is Mai et al. [ 15] and Barrows [ 16],
which provide a systematic comparison of the impact of various
capacity expansion modeling configurations and details on in-
vestment decisions and run time using the RPM model for the
Western US. Other studies have examined a single aspect of the
temporal treatment of capacity expansion models, such as in
Ref. [17] with a new day selection method using a model of the
European power system. This paper contributes to the same
research area by mapping out a more extensive tradeoff space be-
tween temporal and spatial capacity expansion model components
using the POWER model of the contiguous US, with additional foci
on storage attributes and highly renewable electricity futures.

The purpose of this paper is not to declare technology winners
and losers. Rather, the quantitative and qualitative trends from
these results can help power system modelers determine the most
appropriate treatment of temporal and spatial components for
their application, as well as gain a better understanding of the
corresponding tradeoffs in accuracy and computational re-
quirements. This study's systematic comparison of temporal and
spatial modeling tradeoffs provides a valuable contribution to the
limited existing work in the literature as applied to capacity
expansion modeling. However, this work does not capture the
current research trend to include all energy sectors and/or novel
technologies for greater system efficiency, flexibility, and synergies.
Therefore, the results are likely only applicable to the narrow field
of capacity expansion modeling for the electricity sector under the
model assumptions embedded within the POWER model.

2. Brief model description

POWER consists of models of generator technologies (baseload,
dispatchable, and variable), storage technologies, and a trans-
mission network, with a statistical characterization of operating
reserves. The model encompasses the ten Federal Energy Regula-
tory (FERC) regions in the contiguous US [18] (note that the FERC
region CAISO is replaced with a modified full-California region
called “AllICA”). POWER uses a full year of hourly wind and solar
data across thousands of sites from 2006, historical hourly load data
from 2006 by FERC region, other regional renewable resource
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availability data, regional cost parameters and various system
parameter inputs to solve deterministically for the least-cost
portfolio of generators, storage, and transmission that meet the
electric load in each hour of the year while attaining a given RPS
target. POWER uses these single year data inputs to construct a
future electricity system with no definite time stamp and with no
constraints imposed by the existing infrastructure (i.e., “greenfield”
approach) except for the inclusion of existing transmission
corridors.

Each system component has an annual cost that is a function of
the amortized capital costs that depend on the installed capacity
decision variables, and the annual variable costs that depend on the
total annual generation or storage throughput. A key model output
is the total annual system cost, which is the total amortized costs of
all generators, storage technologies, and transmission capacity and
accounts for both fixed and variable costs, aggregated across the
respective spatial extent. Total annual cost is the metric of choice
for this study since it combines both the capacity and energy as-
pects of the system.

POWER decides how much capacity to build of each system
component and how those components should be dispatched each
hour. Wind and solar sites are evaluated individually, but all other
components are aggregated by FERC region. POWER includes a
simplified representation of three storage technologies: pumped
hydroelectric storage, concentrating solar power with thermal
energy storage (CSP TES), and a generic battery storage option that
is indicative of the current and future range of stationary battery
storage technologies. However, as noted in Ref. [6], CSP is not
deployed in most scenarios evaluated with POWER due to its less
favorable economics. Each storage technology is characterized by
energy conversion efficiencies into and out of storage and the losses
during storage. Unless otherwise noted, the results in this study are
based on 8 h of storage duration. The relevant storage costs in the
total annual system costs include the power and/or energy capacity
costs, which are applied to the size of the storage system built, and
the variable operations and maintenance cost (VO&M), which is
applied to the energy throughput.

Additionally, there are optional submodels to include existing
generators, generator retirements based on age and environmental
regulations, and additional firm and flexible load from plug-in
electric vehicle (PEV) charging. However, expect for a set of sensi-
tivity runs in Appendix A, the results presented in this study do not
consider the impact of PEV charging; see Ref. [6] for an investiga-
tion of the flexibility impacts of this feature. Responsive demand,
new load from additional electrified sources (e.g., industrial pro-
cesses and all other energy sectors), and applications for utilizing
otherwise curtailable energy (e.g., district heating, irrigation
pumps, water desalination/purification, and other forms of storage,
such as hot and chilled water, ice, rocks, phase-change materials,
and chemicals, including hydrogen) are not modeled. Emissions
from fossil fuel generators are also quantified. See Chapter 4 in
Ref. [7] for the full model formulation and input data details. The
results presented in this study were run on a shared server with 19
nodes, 24 cores per node and 96 GB RAM per node.

A growing body of research is incorporating the above all-sector
energy impacts and curtailment-reducing options into highly
renewable energy system modeling analyses. For example, Jacob-
son et al. [19] used the LOADMATCH grid integration model to solve
for a 100% wind, water, and solar resource-powered contiguous US
grid to supply energy to all end-use sectors, including electricity,
transportation, heating/cooling, and industry. LOADMATCH is a
trial-and-error model that marches forward in time, which differs
from the optimization-based POWER model that considers many
time steps simultaneously. The study also considered flexibility
options from various storage options that utilize a variety of

thermal, materials, and mechanical processes, as well as flexible
electrified loads from transportation, industrial and chemical pro-
cesses. Connolly et al. [20] implemented a similar full-system
approach, but using a step-wise process to convert to a fully
renewable European system by 2050. Each step involves a fuel
switch, load electrification, or other energy-saving transition. The
holistic approach of connecting the electricity, heating, cooling, and
transport sectors together enables greater system flexibility and
efficiency. Future work should incorporate these aspects into the
POWER model and tradeoff analyses of modeling methods.

3. Tradeoffs and sensitivities of temporal modeling
simplifications

Ideally, large-scale capacity expansion models would be run
serially for all hours in a year to capture the time-linked behavior of
storage and to avoid omission of any solution-constraining hour(s).
However, such temporal treatment is often computationally
intractable. Three types of methods were explored to reduce the
temporal size and/or resolution of POWER: (1) warmstarting with
independent time periods and model predictive control, (2)
implementing an alternating direction method of multipliers
(ADMM) algorithm, and (3) running the full model with a reduced
number of hours. Each of these options resulted in a loss of accu-
racy, in some cases at unacceptable levels. The first two methods
were ruled out due to computational intractability (warmstarting)
or accuracy losses (ADMM). Details on these methods and results
are provided in Section 4.10 of [7].

In the third method — running the model for a reduced number
of hours — two cases were evaluated: (1) using a coarser temporal
resolution of all days within a year, and (2) using a representative
subset of days from a full year. Similar, but varying, methods have
been used in most other large-scale capacity expansion models to
select a representative subset of hours or “time-slices.” These
include peak and median load-based days from within each month
(SWITCH), aggregate time-slices across each season plus a summer-
peak time-slice (ReEDS), and extreme events within “bubbles” at
each of the eight Euclidean corners of the joint load-wind-solar
distributions with additional hours to represent base and shoul-
der events (US-REGEN).

3.1. Coarser temporal resolution

The first set of reduced-hours model modifications included all
days of the year with reduced temporal resolutions in POWER. The
resolutions considered were every 2 h, 4 h, and 8 h across the full
year. The time series data for these runs were created by averaging
all hourly values within each time step block. POWER maintained
full chronological treatment in these runs, with uniform time step
weights equal to the time step size (e.g., weight of 2 for 2 hourly
resolution). Results from these model instances are presented in
the temporal resolution results in Section 4.2.

3.2. Representative subset of days

The second reduced-hours modification used a representative
subset of days within a full-year temporal extent. This modification
results in the loss of chronology across all resulting hours. Instead,
chronology is maintained only among the hours within each
representative day. POWER still looks across the full temporal
extent of one year for capacity decisions, however.

The sensitivity of the model to the day selection method and
associated storage model modifications are investigated in Sections
3.2.1 and 3.2.2, respectively. The impacts of these modeling modi-
fications are then quantified and justified with a reduced form
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model of POWER in Section 3.2.3. The full version of POWER with a
representative subset of days was used for all results in Section 4,
except the temporal resolution results in Section 4.2.2.

3.2.1. Day selection method

The representative subset of days for POWER include “extreme”
event days (high and low), and if desired, additional days selected
randomly to represent “typical” system behavior. Extreme days
contain the maximum hour along each of the eight vectors from the
origin to the vertices of a unit cube, based on normalized hourly
wind and solar (averaged across all potential developable sites) and
load data for a full year for each region and interconnected aggre-
gate area. Extreme days are first selected, and then random
“typical” days are added until the desired number of total days is
reached. In this way, the most constraining instances are first
included so that a more (or equally) optimal solution is obtained as
random days are added. In order to calculate annual total values,
weights were then assigned to each selected day using least-
squares to best match the full-year wind, solar, and load distribu-
tions. One important caveat is that these weights are based on the
maximum hourly production across all wind and solar sites and
only the historic hourly load; they are not updated based on any
new wind or solar builds or modified load shapes. Additional steps
were implemented for scenarios with interconnected regions to
further reduce the representative subset of days into a more concise
subset; various methods were tested to determine the best option
for different spatial extents. More details on this methodology and
corresponding sensitivity results are provided in Sections S1.1 and
S1.2 of Appendix A.

The main finding from the comparison of different day selection
methods for interconnected regions is that the model outputs are
sensitive — for some spatial extents and cases more than others — to
the subset of days included in the temporal extent. For example,
results from the interconnected WECC region yielded <15% differ-
ence in total cost, but up to double the renewable overgeneration
values, between different day selection methods and subset sizes
(see Section S1.2). The key is to capture the extreme events days
without over-representing their impact on the system performance
(e.g., renewable overgeneration and energy production). Similar
observations of this sensitivity to the day selection methodology
were noted by the US-REGEN model [21] and in a paper presenting
a methodology for selecting representative days based on a modi-
fied hierarchical clustering technique [17]. Possible methods of
addressing this issue include clustering algorithms such as k-means
or hierarchical clustering, which have shown success in finding
representative subsets of electric load data (e.g. [22], using load and
wind data with validation against full-year data, and [23] using an
order-specific clustering algorithm to accommodate sequential
load data, while preserving its daily fluctuations) and jointly for
electricity prices and solar irradiation data [24]. A thorough dis-
cussion of temporal sampling methods, including a robust appli-
cation of the “Ward's” clustering algorithm, as well as more
generalized approaches such as those using netload duration
curves, is provided in [25].

3.2.2. Sensitivity to storage model modifications

The baseline version of POWER uses a representative subset of
days that are distributed throughout a full year. Because of this
temporal disjointedness, the chronological tracking of storage is
limited to the 24 h within each representative day. To deal with the
seams between the days, a periodic boundary constraint is applied
to each representative day so that POWER chronologically tracks
the amount of storage going into, out of, and held in storage for
each time step within each day. Each storage technology is tracked
separately and represents the aggregate capacity of that technology

within each spatial region (i.e., individual battery sites are not
modeled). The model results are sensitive to the way in which this
periodic boundary constraint is applied. Existing methods to
handle this discontinuity focus on balancing the storage energy
over each day, either by requiring that (1) the sum of the net storage
values equal zero each day (e.g., [2]), or (2) the amount of energy
held within storage is the same at the start and end of the day (e.g.,
[26]). These methods are described more fully in Section S1.3 in
Appendix A.

A comparison of the performance of these two methods under
different storage balancing conditions was made using the subset of
days from Section 3.2.1 for highly renewable AlICA and WECC
systems. These storage balancing conditions included summing the
net storage values to zero each day (method 1), as well as different
capacity levels to start/end each day (method 2). The results be-
tween all of these conditions generally yielded <3% difference in
total annual system cost. A comparison of these conditions for
AlICA with PEV load and 56 representative days at an 80% RPS level
is shown in Fig. S5 in Appendix A; the storage component of this
system consists of about 12 GW power capacity and 93 GW-hr
energy capacity of pumped hydro storage, corresponding to about
8% of the total system installed capacity. However, the best option
on the combined bases of cost, renewable overgeneration, run time,
and daily storage profile is to require that the system holds the
same amount of energy within storage at the end of each day
(method 2) at a level chosen endogenously by the model. See
Section S1.3 in Appendix A for more details on these results. This
storage model modification was implemented in all final model
runs that used a representative subset of days in Section 4.

To assess the sensitivity of POWER to the daily storage balance
constraint, the chosen daily storage balance constraint was then
compared with the original full chronological treatment for a
springtime period of 77 days. As shown in Figs. S6—S7 in Appendix
A, constraining storage to balance each day yielded very similar
system portfolio and total system costs (<2% difference) as the full
chronological version. However, the daily storage balance
constraint case yielded noticeably more renewable overgeneration,
more ramping of generators, and greater throughput in storage
than allowing inter-daily storage flows (chronological version),
especially in a fully renewable AlICA system. See Section S1.4 in
Appendix A for more details on these results.

The sensitivity of the model to the presence and/or choice of this
daily balance constraint further highlights the significance of
proper temporal handling in power system planning and grid
integration models, especially at high RPS targets when storage
tends to play a greater role. Awareness and proper treatment of
these modeling features will therefore become more important as
capacity expansion models investigate higher penetrations of
renewable resources. Ideally, a full-year serial model would be used
to capture a more accurate performance, and likely a greater
benefit, from the seasonal and/or weekly flexibility that storage can
provide (e.g., a weekly storage cycle is observed in many pumped
hydro storage facilities). However, based on the results here, the
small difference in system buildout and costs justifies the use of a
daily storage balance constraint when the daily seams are properly
handled and when computational limitations prevent the imple-
mentation of a full-year serial treatment.

These storage sensitivity results reflect outputs with a simple
storage model for a limited suite of storage technologies. While
POWER does account for the diurnal and seasonal variations in
solar resource supply for CSP TES, the results here do not reflect
additional sensitivities to the storage duration (assumed to be 8 h),
diversity of battery storage options, or the impact that additional
storage technologies, new load, or responsive demand might have.
The results here are intended to highlight the importance of the
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way in which a storage balance constraint is applied with a simple
storage model in a highly renewable system when full chronolog-
ical treatment is computational intractable.

3.2.3. Sensitivity to the number of representative days

To examine the sensitivity of model accuracy and computational
requirements to the number of representative days implemented, a
reduced form model was created for the AIICA region. This
simplified version of POWER contained only natural gas, wind
(onshore and offshore with a uniform buildout across all sites),
solar PV (large-scale and residential with a uniform buildout across
all sites), battery storage, reserve requirements, and emission
components from the original full model formulation. These sim-
plifications enabled an ideal full-year serial run as a benchmark for
comparing the same full-year temporal extent with various
representative day subset sizes (8—168 days) with the daily storage
balance constraint that was introduced in Section 3.2.2.

For each representative day subset size that included both
extreme and random days, ten instances were run and the results
then averaged. The extreme-only 8-day scenario and full-year serial
365-day scenario each had only a single set of results. Fig. 1 displays
the resulting total annual system cost, standard deviation of cost
across the 10 instances, and renewable overgeneration for various
representative day subset sizes for AlICA with an 80% RSP target.
Fig. 2 plots the percent loss in objective function accuracy (total
system cost) relative to the 365-serial-day target, as well as the
computational load measured as CPU run time, for these same
representative day subset sizes. For comparison, the maximum
memory usage (not shown) also scales roughly quadratically with
the number of days, requiring about 55 GB of RAM in the 365-
serial-day instance.

The total cost, standard deviation of cost, accuracy loss, and
renewable overgeneration all decrease with increasing represen-
tative day subset size, each approaching the target 365-serial-day
result. This trend is only approximate, due to the variation in
randomly selected days, especially at lower subset sizes where the
standard deviation is higher. Nevertheless, these results reveal the
diminishing returns in accuracy (roughly logarithmic) and
increasing computational run time (quadratic) with increasing
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subset size. For comparison, the maximum memory usage also
scales roughly quadratically. The loss in objective function accuracy
was generally <6% for the representative day subsets of all extreme
plus some random days (i.e., 14 + days).

The quadratic run time observations from this reduced form
version of POWER is supported by well-documented findings from
early work with the simplex method, which show that linear pro-
grams can generally be solved in “polynomial-time” [27] or in some
cases “exponential-time” [28]. See Section S15 in Appendix A for a
simple qualitative example that helps to describe these computa-
tional run time trends.

Few papers have evaluated the tradeoffs in accuracy and/or run
time with various modeling structures as applied to power system
planning. Among them, Nahmmacher et al. in Ref. [17] similarly
compared cost versus the number of representative days using the
LIMES-EU model of the European power system. Their total system
cost results, however, increased with increasing subset size,
whereas those with POWER decreased. The reason is discussed
shortly. Similarly, Nicolosi [29] compared overgeneration by the
number of time slices using an investment and dispatch model of
ERCOT and found that overgeneration increased with a larger
number of time slices; the opposite trend was observed with PO-
WER in Fig. 1. The difference between the results from Nahm-
macher et al. and Nicolosi and those here in Fig. 1 can be attributed
to the absence or limited inclusion of extreme days in their day
selection methodology. Conversely, the day selection method in
POWER begins with extreme days and incorporates more random
“typical” days with increasing subset size, consequently yielding
more cost-effective systems and lower overgeneration. This
observation follows linear programming theory, by which a subset
of the full problem (solution space) will yield a suboptimal (or equal
to the optimal) solution.

Similar accuracy and run time results as those in Fig. 2 were
shown in Mai et al. [15], who found that increasing the number of
hours included in the dispatch period from 24 h to 96 h increased
computational run time by nearly 2 orders of magnitude (from
about 1.5 h to 7 days, respectively), with little impact on the in-
vestment decisions using the RPM model of the US Western
Interconnection. Follow-on work by Barrows et al. [16] with the
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RPM model found that using average daily profiles, where each
hour in a 24-h period represents the average across those same
hours in a full week, represented variable generation more accu-
rately but yielded marginally larger capacity expansion errors than
with the same number of non-averaged 24-h sample periods. Other
studies similarly commented on the impact of the way in which
fluctuations in load and variable generators are captured. A smaller
number of time steps underestimates the variability and occur-
rence of extreme load/wind/solar events, which overestimates the
value of baseload units and underestimates the value of flexible
resources such as natural gas peaking plants and storage, as shown
by Kannan and Turton [30] using the TIMES electricity system
model applied to Switzerland and Nicolosi [29] for ERCOT. The
differences between the results in these studies highlight the
importance of selecting appropriate representative days, which
varies by model and application.

3.2.4. Summary of representative day findings

There are two key takeaways from the results using the reduced
form model of a single region (AlICA) without transmission, along
with the findings of the day selection and storage balance methods.
First, while sensitive to the exact way in which these components
are handled, using a representative subset of days with an associ-
ated daily storage balance provides a reasonable sub-optimal
approximation in this linear programming power system plan-
ning model. This suggests that comparable time step reduction
assumptions may be also justified for similar models. Secondly,
while likely sensitive to the day selection method and level of
model complexity, the qualitative trends observed in Fig. 2 can help
inform the choice of the ideal day selection size for similar linear
programming modeling exercises.

The exact error cannot be quantified for the full serial year
version of POWER, but accuracy losses caused by solving across a
smaller set of representative days with the reduced form model are
small, generally <6%. Thus, when accuracy requirements are
comparably low, the small accuracy losses from using a represen-
tative subset of days are justified by the computational savings. Any
residual error from these representative day method and subset

size choices are likely outweighed by other general sources of
model errors (e.g., input cost data, system parameters, etc.). How-
ever, accuracy results will vary for different models based on their
assumptions for temporal, spatial, and complexity factors. This 6%
value should not be interpreted as a universal standard or result.

The ideal day selection method and size will vary by model,
though similar qualitative trends in accuracy tradeoff should be
found for other linear models employing a comparable hybrid
extreme + random day method, given the fundamental principles
of linear programming. Future work should further investigate the
accuracy result impacts from various modeling assumptions, such
as the storage model formulation, cost assumptions, variable
renewable curtailment treatment, and inclusion of multiple energy
sectors. As previously mentioned, additional work is also needed to
develop more robust day selection methods, particularly with the
capability to capture the extreme events without over-representing
their impact on the system performance. Ideally, this future effort
will also develop methods or metrics for determining the ideal size
of the representative day set, given the properties of the study area
and the model configuration.

4. Tradeoffs between modeling decision levers

Various scenarios were completed for the AlICA FERC region,
WECC, and the contiguous US to evaluate the tradeoffs in temporal
and spatial modeling decision levers. All model results presented
here assume 5% intra-regional transmission line losses and 8 h of
storage. Existing and retiring generators are not considered.

4.1. Representative day subset size and spatial extent

The temporal size and spatial extent tradeoffs were evaluated
using a representative subset of 8 days (~1 week), 28 days (~1
month), 56 days (~2 months), and 168 days (~6 months) for the
AlICA (2006 peak load ~62 GW) and WECC (2006 peak load
~133 GW) spatial extents. See Sections 3.2.1 and S1.1 for details on
the selection of these days. Ten instances were run for each
representative day subset size beyond 8 days for AlICA and 5
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instances for each extent beyond 22 days for WECC. All results
presented here are the averages of those instances. Additional
spatial extent results are presented for the full contiguous US (2006
peak load ~729 GW). All runs in this section include the daily
storage balance constraint (Section 3.2).

Fig. 3 summarizes the total annual system cost for each tem-
poral and spatial extent combination for AlICA and WECC. Also
shown are the percent increases in cost relative to the most “ideal”
computationally tractable combination in each spatial extent col-
umn (open star). The most ideal representative day subset size for
each column is a full year (filled star), but this was computationally
intractable. The spatial extent columns (from left to right) represent
the AIICA region individually, the sum of independent WECC con-
stituent regions (AlICA, NW, and SW), and the interconnected
WECC region. Each increasing spatial extent required greater
computational resources, which reduced the maximum achievable
representative day subset size.

On the spatial extent axis, the total cost was sensitive to the
impact of geographic aggregation. This is reflected by the difference
between the sum of WECC regions and the interconnected WECC,
with roughly a 14% reduction in total cost due to interconnection
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for the 56 representative day subset size. Additional runs for the
contiguous US (Section 4.1.2) reveal that the benefits of aggregation
are increased for larger spatial extents and RSP targets, achieving
total cost reductions of about 42%. The reliability and cost benefits
of aggregation are well-documented for cases where geographic
areas are interconnected, allowing for access to a greater diversity
of resources and reserves (e.g. [31], with an extension of the
Western US Energy Imbalance Market and [32] with a US-based
wind study). This study reveals that the cost trends with
increasing spatial extent are driven by these aggregation benefits
rather than by an underlying computational tradeoff.

4.1.1. Representative day subset size

As shown in Fig. 3, the total cost decreased as the representative
day subset size increased, since the smaller subset sizes contain
disproportionally more high-load hours (see Sections 3.2.1 and
S1.1). Increasing the size of the subset by adding more random
“typical” days resulted in an increasingly more accurate represen-
tation of the full year.

The representative day subset sizes in Fig. 3 followed the same
high-level trends as the reduced form model in Section 3.2.3 for
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Fig. 3. Temporal and spatial extent cost tradeoffs for AlICA and WECC regions at an 80% RPS target. Total annual system cost (Billions of 2006USD/year), with percent increase
in cost in italics relative to the most “ideal” computationally tractable case within each spatial extent column (open star). The ultimate goal is to model each spatial extent category

for a full year of days (filled star), but this was computationally intractable.
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total cost, standard deviation of total cost, renewable over-
generation, and tradeoffs in computational requirements and ac-
curacy (see Figs. S9—S13 in Appendix A). In the AlICA system, 56
days provided the best combination of accuracy, computational
requirements, and system configuration and operation. Because the
standard deviation of total cost was very small, any single instance
from among the ten 56-day runs would suffice, but the most
representative instance was used for all subsequent AlICA
scenarios.

A similar representative day subset size threshold was deter-
mined to be suitable for a large-scale linear optimization model of
the European electricity system [33]. They found that computations
limited to 6 typical weeks (42 days) were sufficient; a sensitivity
analysis with larger subset sizes did not significantly change
results.

For the larger spatial extent of WECC, 28 days was determined to
be the ideal representative day subset size. Similar observations
were made for these WECC cases as with the single AlICA region.
See Section S2.2 in Appendix A for details on these AlICA and WECC
results.

4.12. Spatial extent

The sensitivity to spatial extent was examined by comparing the
total system cost breakdown and renewable overgeneration of the
independent constituent WECC regions against the interconnected
WECC case at 50% and 80% RPS targets (Fig. 4). Region-specific
details of these results are shown in Figs. 5 and 6 for the inde-
pendent regions and Figs. 7 and 8 for the interconnected scenario.

The cost breakdown in Fig. 4 reveals that the interconnected
case deployed less solar, wind, and storage than the independent
region case for both RPS targets. At a higher RPS target, there was
significantly more renewable overgeneration in both the inter-
connected and independent cases, as compared to the lower RPS
target. However, the interconnected case saw greater relative cost
and overgeneration savings in the higher RPS target case. Addi-
tionally, as RPS requirements increased, wind was built out before
solar, especially in the interconnected system. These findings agree
with the base case results of a WECC study using the SWITCH
model [2], although the SWITCH model installed small amounts of
coal and nuclear, while the results here had none of either.

New transmission capacity occupied a small fraction of the
interconnected system total cost. Both the 50% and 80% RPS inter-
connected WECC scenarios utilized transmission, but only the 80%

70
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case required new additional capacity, representing about 1% of the
total cost. This finding roughly agrees with other grid integration
studies of the western US, such as that using the SWITCH model
[34] and that using the WREZ model [35], which found that new
and existing transmission costs represent less than 10—19% of the
total cost for a highly renewable system. Transmission costs pre-
sented here were reasonably smaller since they were based only on
new (and not total) capacity. To calculate the regional transmission
costs in POWER, the cost for each transmission segment was
assumed to be split evenly between the two end node regions.

The wind and solar site buildouts, transmission flows, relative
cost contributions (Figs. 5 and 7), and system performance (Figs. 6
and 8) between the independent regions and interconnected sce-
narios reveal several important differences in the effect of aggre-
gation as part of the spatial extent spectrum. The first difference
was the disproportionate contribution of the constituent regions to
the aggregate RPS, suggesting the need for region-and-resource-
specific RPS targets. An 80% aggregate RPS does not necessarily
mean that each region will achieve an 80% RPS. In fact, in the results
of this WECC system, both AlICA and SW built and used more
natural gas generators in the aggregated case, resulting in lower
regional achieved RPS targets (67% and 75%, respectively) as
compared to the independent region case (each at 80%). The NW
region compensated for this in the aggregated case by becoming
fully renewable and transmitting excess generation (Fig. 8). The
dominate presence of hydro in the NW region poses a potential
reliability risk in the event of reduced hydro flows due to drought or
other causes.

Secondly, there was less solar deployment in the aggregated
case. This was especially apparent in the performance time series
plots (Figs. 6 and 8). All developed solar capacity was large-scale
PV; no residential PV was built in any cases, including other
model scenarios of the contiguous US, which are discussed shortly.
Large-scale PV is an abundant, comparatively lower-cost resource,
precluding the need for any residential PV with this model
formulation. However, this does not suggest that residential PV
should be disregarded for highly renewable systems. For example, if
the intra-regional transmission and distribution line losses and
capacity savings are considered, then residential PV may become a
more cost-effective option. These benefits are outside of the spatial
resolution captured by POWER, but separate sensitivity analyses of
the US and AlICA systems with POWER revealed that a 40—45%
reduction in residential PV costs resulted in the displacement of
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Fig. 6. Zoom-in to 8 days of system performance for independent WECC regions at an 80% RPS target. Days shown are from the months of June and July (from a representative

subset of 56 days) and correspond to results shown in Fig. 5.

roughly 10—18% of large-scale PV capacity and about 2—7% of wind
capacity by residential PV, relative to an 80% RPS target base case
without PEV load. In these sensitivity cases, the extreme short-
duration events caused by the overall larger share of coincident
solar production resulted in a greater need for system flexibility,
fulfilled by storage and curtailment (see Ref. [6] and Section 5.4 in
Ref. [7]).

Third, based on these results from the western US with POWER,
aggregating regions through an enhanced transmission system is
economically more favorable than only harnessing local resources

coupled with storage. Storage was still used, but to a significantly
lesser degree, especially at higher RPS targets. For instance, in the
WECC scenarios with an 80% RPS target, energy from pumped
hydro storage met about 3% of the total load in the independent
regions case, but only 0.2% in the aggregated case, with trans-
mission instead providing 6% of the total load in the latter case.
Transmission occupied <1% of the total cost in this WECC scenario.
The dominant transmission flows agreed relatively well with the
findings from the SWITCH model [2], where a net flow from wind
generation in the SW was transmitted to the NW, net flow from
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charts show relative contribution of each built generator and storage technology to the total annual cost in each region. Arrow show dominant direction of transmission flow, and
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sentative subset of 56 days) and correspond to results shown in Fig. 7. Note the difference in color bars between Fig. 6 and this figure.

hydro in the NW was transmitted to AlICA, and net generation from
solar and wind in the SW was transmitted to AlICA. However,
noticeably less solar was installed in the SW region with POWER.
To determine if these same aggregation effects transfer to the
rest of the US, POWER was then run with a subset of 14 days for all
ten FERC regions, both independently and as an interconnected

entity comprising the full contiguous US, at 80% and 100% RPS
targets. This reduced representative day subset size was necessary
due to the significant increase in computational memory re-
quirements with the larger US system. The resulting total cost
breakdown by system component is shown in Fig. 9 for indepen-
dent FERC regions and in Fig. 10 for the interconnected scenario.
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Similar observations were made for the contiguous US system as
for WECC. First, transmission occupied a small portion at roughly
5% of the total cost for both RPS targets. This was more than the
WECC case and was primarily due to the need for enhanced east-
west and ERCOT connections. Secondly, as observed in the WECC
case, the interconnected system had less solar and storage
deployment. Instead, the interconnected US system utilized more
wind, especially in the Great Plains, Rocky Mountains, and Pacific
Northwest (Fig. 10). Third, based on these results for the US, which
agree with those for the WECC spatial extent, enhancing the
transmission system to access a greater diversity and quality of
resources from larger geographic areas was more economically
favorable than accessing only local resources with increased stor-
age. In the independent regions case, storage coupled with large-
scale PV was especially prevalent in the eastern half of the US.

Note that the large presence of storage, particularly battery
storage, is also complemented by large transmission interchanges.
These results do not single out transmission or storage as being
superior to the other, but rather that both are needed in different
combinations depending on the existing infrastructure, regional
demand, and regional resource mix. The decision to build large
quantities of storage in these cases reflects the need for greater
system flexibility. In practice, this flexibility could come from other
storage technologies, responsive demand, or new load sources. The
impact of flexible load — in the form of flexible load from PEV
charging with comparable scenarios in POWER — has been found to

further shift the system's economic preference from a more
regional basis with greater shares of relative storage to a more
aggregated, interconnected system with more dispersed renew-
ables and less relative local storage [6]. Future work should evaluate
the impact of a larger suite of flexible resources.

In these contiguous US scenarios, renewable overgeneration
became increasingly significant at higher RPS targets. About 6% of
the total wind, solar, and hydroelectric generation was curtailed in
the 80% RPS case and about 30% in the 100% RPS case. The National
Renewable Energy Laboratory (NREL) Renewable Electricity Futures
study, which solved for the cost-optimal portfolio of generators,
storage, and transmission using the ReEDS model, reflected similar
results for an 80% renewable US system. This NREL study found that
8—10% of total solar, wind and hydroelectric generation was cur-
tailed, almost all of which occurred in the western and eastern
interconnects and varied by season [3].

Regional disparity was again seen in the level of renewable
penetration for an 80% aggregate RPS target. For the interconnected
US, the ISONE, PJM, and SE regions all achieved less than the 80%
target (57%, 56%, and 70%, respectively), while most other regions
become fully renewable to compensate. As seen in the WECC 80%
RPS case, this disparity resulted in more natural gas generation in
the sub-performing regions (ISONE, PJM, and SE) compared to the
individual regions scenario.

The site buildout results shown here for the contiguous US also
agree reasonably well with those from NREL's Renewable
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Electricity Futures Study [3]. In NREL's study, wind was heavily
installed in the Great Plains, Great Lakes, Central, Northwest, and
Mid-Atlantic areas (roughly corresponding to the MISO, SPP, NW
and PJM regions here), and solar was heavily installed in California,
the Southwest, Texas, and the South (roughly corresponding to
AlICA, SW, ERCOT, and SE regions here). Transmission buildout in
this NREL study was mainly east-west oriented, with key additions
to/from ERCOT, SE, SW, SPP, and MISO regions. These results suggest
an emphasis on transmitting wind energy from the Great Plains to
large-load, adjacent regions. The US results from the POWER model
(Fig.10) were similar for wind and transmission, but solar was more
uniformly developed with POWER.

4.2, Temporal and spatial resolution

The temporal and spatial resolution tradeoffs were evaluated in
AlICA for 50% and 80% RPS targets. Four temporal resolutions were
considered: time steps of every 1, 2, 4, and 8 h, each for a full-year
temporal extent. The 1-h (“hourly”) resolution is based on a
representative subset of 56 days due to computational limitations
as previously discussed. See Section 3.1 for details on the model
modifications for the coarser time resolutions of 2, 4, and 8 h. Two
spatial resolutions were evaluated for the buildout of wind and
solar sites: uniform buildout (i.e., each site within the region has

the same fractional development of the available resource) and
individual site buildout (i.e., the development of each site is a
separate decision variable).

Fig. 11 summarizes the total annual system cost for each tem-
poral and spatial resolution combination and the percent increase
in cost relative to the most “ideal” achievable combination of in-
dividual sites at an hourly temporal resolution (open star). A sub-
hourly temporal resolution is the ultimate goal (filled star), but
sub-hourly data was not available for the entire contiguous US at
the time of this analysis.

Fig. 11 shows that, at a high RPS target (80%, shown on right), a
coarser temporal resolution yielded a lower total annual system
cost for both uniform and individual site buildouts; the coarser the
resolution, the lower the cost. At a medium RPS (50%, shown on
left), however, a coarser temporal resolution had comparatively
little effect on the total cost. These differences are driven by the
reduction in wind and solar variability due to averaging data within
each time block. A less variable system (i.e., coarser temporal res-
olution) requires less flexibility and is therefore less expensive. This
trend was more pronounced at a higher RPS target (80%) where
more wind and solar were deployed. At both RPS targets, the choice
of spatial resolution had a more significant effect on total cost. The
uniform buildout generally yielded a larger (suboptimal) total cost,
especially in the high (80%) RPS case with a 9% increase in cost
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an 80% RPS target. These maps reveal significant differences in wind
and solar development between (1) considering each site inde-
pendently for optimal site diversity, and (2) assuming an aggre-
gated buildout across all sites uniformly as is done in some grid
integration studies (e.g., [ 1]). The site-by-site buildout results (right
side of Fig. 12) found that optimal wind and solar development is

relative to the individual site buildout with an hourly temporal
resolution.

4.2.1. Spatial resolution
Fig. 12 displays two different spatial resolutions for wind and
solar site buildout with an hourly temporal resolution for AlICA at
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Fig. 12. Wind and solar installed capacity by site for uniform and site-by-site buildout for AIICA at an 80% RPS target. The size of the buildout circles corresponds to the
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clustered in southern California. However, since POWER assumes a
“copper plate” within each region, the cost of transmitting the
aggregated output from these sites to the coastal load centers is an
important additional consideration that could alter these results.
For example, results in Shawhan [36] indicate that the spatial res-
olution of transmission-system detail in production cost models
can impact greenhouse has emission results by as much as 20%.

A comparison of the breakdown of total annual costs between
the two spatial resolution categories for AlICA at various RPS targets
is shown in Fig. 13. At high RPS targets, the difference in cost and
renewable overgeneration become more pronounced between
uniform buildout and site-by-site (“Indiv. Sites”) buildout, with
about a 10% reduction in cost and 20% reduction in overgeneration
with site-by-site buildouts at a 100% RPS target. These findings
highlight the benefit of modeling individual wind and solar sites for
optimal system planning in highly renewable energy futures.

4.2.2. Temporal resolution

The breakdown of total annual costs across the four temporal
resolution categories (1-, 2-, 4-, and 8-h blocks) is shown in Fig. 14
for AlICA at an 80% RPS target. As observed in the resolution
summary matrix for this RPS target (Fig. 11), the total system cost
decreases as the temporal resolution becomes coarser, with a dif-
ference in cost of about 10% between the hourly (least coarse) and
8-h (most coarse) cases. Fig. 14 reveals that the main driver of this
trend is the contribution from wind and solar. Additionally, a
coarser temporal resolution significantly underestimates the
overgeneration of renewables, with about an 85% difference in
overgeneration between the hourly and 8-h cases. These results are
due to the loss of intra-time block variability as previously dis-
cussed. The relatively large differences in cost and overgeneration
and loss of variability with these reduced temporal resolution
scenarios suggest that the alternative temporal reduction option —
using a representative subset of days — provides a more accurate
overall representation of the system components and should be the
preferred method when computational limitations require a
reduced temporal treatment.

5. Summary and conclusions

This empirical study presents a link between various power

system modeling choices and their computational and accuracy
tradeoffs using the POWER least-cost optimization planning model
for scenarios of a highly renewable US system. The first half of the
study analyzed common temporal modeling simplifications,
particularly the use of a representative subset of days within a full-
year temporal extent. These days were selected as a combination of
extreme event and typical days. Low accuracy losses of generally
<6% across various representative day subset sizes with a reduced
form model of POWER suggest that using a subset of days is justi-
fied by the associated computational savings. However, this accu-
racy result is likely dependent upon the model formulation and
corresponding input assumptions, particularly with respect to the
storage model formulation, cost assumptions, variable renewable
curtailment treatment, and inclusion of multiple energy sectors.
Across multiple scenarios, computational run time was found to
increase quadratically with increasing subset size, while accuracy
increased roughly logarithmically.

Because of the temporal disjointedness of most days in the
representative subsets, the chronological tracking of storage was
limited to the 24 h within each representative day. Model outputs
were found to be sensitive to the presence and/or choice of this
daily balance constraint. While total system costs varied by <2%,
the storage performance noticeably differed between a full chro-
nological tracking of storage and the daily storage balance
constraint. This highlights the need for proper temporal treatment
and daily/weekly/seasonal storage balancing constraints in power
system planning models, especially at high RPS targets when
storage tends to play a greater role. Overall, these temporal modi-
fication findings suggest that using a representative subset of days
with an associated daily storage balance provides a reasonable sub-
optimal approximation in POWER.

The second half of this study quantified cost tradeoffs of various
temporal and spatial modeling adjustments. These adjustments
resulted in small changes of generally <15% in cost for the AlICA
region, WECC, and contiguous US. Summary matrices of these
tradeoffs can help model builders and users determine the most
appropriate treatment of temporal and spatial components for
their given application. The most significant difference in total cost
was due to the effect of aggregation across increasing spatial ex-
tents, with about a 14% reduction in total cost for the WECC area at
an 80% RPS target, and a 42% reduction for the contiguous US at a
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100% RPS target. The impact of the spatial resolution of wind and
solar site development (individual site buildout versus uniform
development across all sites) also had large impacts on total system
cost in the test case of the AlICA region. Compared to the uniform
buildout case, the site-by-site buildout case had about a 10%
reduction in cost and 20% reduction in overgeneration at a 100%
RPS target. These findings highlight the benefit of interconnecting
large geographic areas and modeling individual wind and solar
sites for optimal system planning in highly renewable energy fu-
tures. In addition, total cost and overgeneration values where
significantly lower with a coarser temporal resolution due to a
diminished representation of intra-time block variability, indi-
cating that the use of a representative subset of days is the
preferred method when computational limitations require a
reduced temporal treatment.

The findings here reflect technically feasible scenarios for a
simplified contiguous US electricity system and ignore many social,
environmental, and political barriers, which may slow or prevent
actual implementation. The modeling tradeoff results presented
here focused on capacity expansion modeling of the power system
without consideration of new technologies, new loads from other
sectors that are currently not electrified, other applications that
could use otherwise curtailed energy, or responsive demand. The
flexibility capabilities of these sources may impact the modeling
tradeoff results presented here by, for example, re-defining
“extreme days.” Additionally, since POWER finds the least-cost
portfolio and does not evaluate revenue streams, it cannot cap-
ture the full value for all of the system components. This includes
arbitrage for storage and flexible demand, as well as revenue op-
portunities for generators in adjacent markets. Future work should
examine the impacts of these additional factors in the tradeoffs
between the various decision variables. Future work should also
focus on establishing a more robust day-selection method or
alternative model formulations for reducing model run time and
memory requirements without sacrificing model accuracy.
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