CVPS: An operator solving complex chemical and vertical processes simultaneously with sparse-matrix techniques
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ABSTRACT

We present a locally, one-dimensional operator that couples complex Chemical and Vertical Physical processes with Sparse-matrix techniques (CVPS) for multi-dimensional regional photochemical transport models. The CVPS operator solves fundamental interaction between chemical reactions and vertical physical processes in the atmospheric boundary layer at each time step, and may be used to simulate chemicals sensitive to both vertical mixing and photochemistry at a time step. The CVPS operator is numerically stable and computationally efficient in atmospheric boundary layers over California. The computational advantage originates from sparse-matrix techniques and the low frequency for communicating feedbacks between CVPS and other local operators. Based on surface Ox (O_3 + NO_2) simulations in the Southern California Air Quality Study domain (Harley et al., 1993; Jacobson et al., 1996) on a dual quad-core Linux processor, the ratio of simulation/computer times may reach two for three-dimensional modeling using a classic horizontal advection solver and the CVPS operator.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Photochemically-reactive species concentrations change rapidly in time and space due to physical and chemical processes in the atmospheric boundary layer, especially near the surface where emissions, deposition, dispersion and photochemical reactions occur simultaneously (Jacobson, 2005; Zhang, 2008). The first attempt to simulate diurnal changes of surface mixing ratios of ozone and its precursors in response to meteorological and emission changes in the atmospheric boundary layer was made by Reynolds et al. (1973). Since then, Eulerian three-dimensional atmospheric models have been improved to simulate a spectrum of atmospheric composition and their interactions over the globe with more detailed representations of chemical and physical processes (e.g., Jacob et al., 1993; Jacobson et al., 1996; Liang and Jacob, 1997; Wang et al., 1998; Mickley et al., 1999; Jacobson, 2001; Li, 2003; Grell et al., 2005), including with optimization techniques (Jacob et al., 1993; Jacobson and Turco, 1994; Jacobson, 1998; Liang and Jacobson, 1999).

It is well known that carefully implemented coupled approaches produce better approximations to the solution of a general system of differential equations than operator splitting methods. Ideally, one would aspire to solve every process in a coupled fashion. However, limitations arising from current CPU time availability make these approaches impractical in most cases (Jacobson, 2005). Chemical changes during a time step may be updated with split operators for complex photochemical transport systems in conjunction with a coupled operator for simple systems in air quality models. While operator-splitting techniques were often applied in large-scale atmospheric modeling studies, techniques that couple at least some processes were preferred, e.g., for investigating responses of air pollutants to emission controls on the regional scale (McRae et al., 1982; Yamartino et al., 1989; Hundsdoerfer and Verwer, 2003; Jacobson, 2005). For example, atmospheric advection in three-dimensional chemical transport models has been simulated with locally one-dimensional operators, and vertical physical processes, with one or more operator(s) (Yamartino et al., 1989; Chang et al., 1997; U.S. EPA, 1999; ENVIRON, 2010). These physical operators were separate from locally zero-dimensional chemical operator that could consume most computer time in three-dimensional simulations, where the frequency required for feedbacks among split operators was often much larger for chemical and vertical processes than for horizontal advection in atmospheric boundary layer in typical regional air quality modeling. The significant difference in the required frequency for feedbacks poses a problem in model implementation for general applications. This problem is enhanced for sensitive photochemical compounds in urban boundary layers where vertical mixing time
steps are as short as the e-folding lifetime of many intermediately reactive chemicals in a grid box, though the integration of chemical species changes is typically conducted with sufficiently short sub time step while the bulk air mass is assumed constant at the value solved for by other operators or independent models.

To alleviate the above problem, we introduce a locally one-dimensional operator (CVPS) to solve gas-phase chemical and vertical physical processes simultaneously with sparse-matrix techniques, which improves accuracy for some reactive species and allows for lower frequency than other operators for communicating feedbacks in typical air pollution applications (e.g., Livingstone et al., 2009). The CVPS operator is constructed in the framework of SMVGEAR and NewRaf [Jacobson and Turco, 1994; Liang and Jacob, 1997; Jacobson, 1998; Liang and Jacobson, 1999; Horowitz, 2002], which have been widely used in atmospheric chemical transport models (e.g., Fiore et al., 2009; Livingstone et al., 2009). The formulation of the CVPS operator will be described first. Then, the implementation of the CVPS operator will be evaluated for numerical stability and computational efficiency. Finally, a preliminary application on surface Ox ($O_3 + NO_2$) will be illustrated.

2. Formulation of the CVPS operator

Atmospheric change of an inert species, such as oxygen or water (A), in a grid box at a time step due to advection, diffusion, chemistry, emission, and deposition processes may be described as

$$\frac{\partial A}{\partial t} = u \nabla A + \nabla \cdot (K \nabla A) + R(A) + E + D \tag{E0}$$

For $N$ interactive chemical species, atmospheric changes ($\Delta N$) at a time step ($\Delta t$) may be simulated with multidimensional models with locally (split, coupled) lower-dimensional operators, as described with equations (E1) and (E2).

$$\frac{\Delta N}{\Delta t} = \frac{dN}{dt}_{chem} + E + D + \frac{\partial}{\partial z} \left( \frac{\partial N}{\partial z} \right) + \frac{\partial N}{\partial z} \tag{E3}$$

In equation (E1), $\Delta N$ denotes the change of a vector of chemical compounds during a synchronization time step $\Delta t$. $dN/dt$ denotes the rate of change of chemical species in operators $1 \rightarrow n$ that involves time only, and $dN/dz$ involves time and space. The operators in equation (E1) are split, solved one after another using results from previous operator for the same time period, in model implementations. For example, in the U.S. EPA CMAQ (U.S. EPA, 1999; Byun and Schere, 2006), $m = 4$ and $n = 3$ in a configuration that solves chemical transport changes due to (horizontal, vertical) (advection, diffusion) and chemistry in the gas, aerosol, and aqueous phases (Livingstone et al., 2009). Emission and deposition were merged with vertical diffusion.

$$\frac{\Delta N}{\Delta t} = \left( \frac{dN}{dt}_{chem} \right)_{1 \rightarrow k} \tag{E2}$$

In equation (E2), processes $1 \rightarrow k$ are solved simultaneously (coupled). The rate of change of chemical species due to processes is denoted with a uniform symbol ($dN/dt$) despite the fact that some of them involve time only in model implementations. Other symbols are the same as in equation (E1).

To simulate surface oxidants, we introduce a locally one-dimensional operator, named CVPS, which couples complex chemical and vertical physical processes, in the planetary boundary layer with sparse-matrix techniques described in Jacobson and Turco (1994). The CVPS operator contains at least one process from each term in the RHS of (E0), as described in (E3). Changes in chemical concentration ($\Delta N$) during a time step ($\Delta t$) due to chemistry and vertical physical processes, which include emission, deposition, vertical diffusion and advection, are updated with an iterative Newton–Raphson method (Liang and Jacobson, 1999) in the framework of SMVGEAR with extensions to include a radiative transfer solver for coupled gas-aqueous photochemistry in the troposphere (Jacobson and Turco, 1994; Liang and Jacob, 1997). Following notations in Liang and Jacobson (1999), the partial derivative matrix ($J$) of the CVPS operator is denoted in equations (E4), (E5) where each pair of ($i$, $j$) in the left hand sides denotes a square matrix with $i$ and $j$ in the range of atmospheric boundary layers.

$$J_{ii, chem} = J_{ii, chem} + J_{ii, D} + J_{ii, vdiff} + J_{ii, vadv} \tag{E4}$$

$$J_{ii, cvps} = J_{ii, vdiff} + J_{ii, vadv} \tag{E5}$$

In equations (E3)–(E5), $E$ and $D$ denote the change of chemical compounds due to emission and deposition processes, and subscripts (chem, vdiff, vadv) denote processes in (chemical reactions, vertical diffusion, vertical advection). Subscripts (ii, ij) denote (diagonal, non-diagonal) matrix–matrix terms specific to boundary layers. $J_{ii, chem}$ denotes the partial derivative matrix for chemical reactions in layer $i$ that is usually sparse, and all other terms on the right hand side of equations (E4) and (E5) consist of one or more diagonal matrix with the same dimension as $J_{ii, chem}$.

In the CVPS operator, the dimension of vector $N$ is the number of simulated chemical species times the number of model layers which just enclose boundary layer. Though equation (E5) allows for both local and non-local closures, the CVPS operator includes only local closure for diffusion and advection with Euler-backward, implicit, finite volume formulation. The algorithm of the CVPS operator ensures the convergence of the finite difference equation from (E3) by using constant ($K$, $w$, $z$) during $\Delta t$, which is significantly larger with the CVPS operator than without the CVPS operator for simulating surface oxidant in the atmospheric boundary layer over Los Angeles. For example, $\Delta t$ corresponds to the smaller of the typical lifetime of air parcel in boundary layer and the maximal time step allowed for horizontal operators when the CVPS operator is used, which is over an order of magnitude larger than when the CVPS operator is not used.

3. Validation of the CVPS operator

The CVPS operator was implemented as a standalone library of a locally one-dimensional operator, which may be linked to other necessary components, such as a horizontal advection solver from Yamartino et al. (1989) or others (Walcek, 2000; Byun and Lee, 2002), to form a three-dimensional model. The implementation of the CVPS operator was examined from perspectives of numerical stability and computational efficiency. A preliminary application of the CVPS operator linked to a classic transport package (Yamartino et al., 1989), which was evaluated in Walcek (2000) for the horizontal advection solver, in three-dimensional simulations is also discussed below.

3.1. Implementation of the CVPS operator

The implementation of the CVPS operator was examined in two ways: (1) against its corresponding operator with dense-matrix methods, and (2) against its corresponding split operators. For the first examination, the CVPS operator was compared with its corresponding operator without sparse-matrix techniques for 1-h $O_3$ distributions over the greater Los Angeles area in three-dimensional
simulations (Fig. 1). It is shown that the known, significant NOx
disbenefit to 1-h O₃ in downtown Los Angeles was prominent after
50 hours of simulation, and simulated 1-h O₃ fields agreed with each
other. Hence, the numerical coupling of oxidants between chemical
reactions and vertical physical processes in atmospheric boundary
layers over the greater Los Angeles area was strong enough to allow
for computationally efficient implementation of the CVPS operator.

For the second examination, model simulations with the CVPS
operator and split operators were compared for ozone in the
vicinity of Los Angeles, California, during August 26–28, 1987, as
shown in Fig. 2. It is shown that areas with high 1-h O₃ mixing ratio
at 250 m were a little larger than at 10 m. However, differences in
oxidant concentrations increased significantly after two days of
simulation between the CVPS operator and split operators which
treat O₃ and its precursors independently in the formulation. The
synchronization time step of 2–5 min is short for the CVPS operator
but probably too long for its corresponding split operators due to
rapid interactions between O₃ and its anthropogenic precursors. It
follows that, at the same synchronization time step of a few
minutes, the CVPS operator may significantly improve the precision
of simulated oxidant concentration in atmospheric boundary layer
when each cell volume is ideally mixed. If not, split operators may
represent certain range of observational conditions. When the
same amount of computer time was used, CVPS could improve the

Fig. 1. Simulated O₃ over the greater Los Angeles area at 10 m (top panels) and 250 m (bottom panels) above the surface using a hypothetical emission level in 2005. The CVPS method was implemented without sparse matrix techniques (left) and with sparse matrix techniques (right).
precision for O3 by 10−260% but only 5−20% for Ox (O3 + NO2) in the boundary layer over Los Angeles, as shown in Table 3.

3.2. Numerical stability

The numerical stability of the CVPS operator was tested with increasingly difficult examples for a range of chemical and physical conditions including: (1) a linear chemistry in two thin layers, (2) the carbon-bond chemistry in multiple-column simulations, and (3) an O3 episode in the greater Los Angeles area. In all simulations, the convergence criteria was 0.1% for all chemical species in all layers and the precision of vertical physical processes were compared with other methods.

The first test was designed to be extremely simple, and contains a linear chemistry in two layers of 20 m thickness. Simulations were conducted to validate the implementation of vertical physical processes (E3) in the CVPS operator. The vertical physical processes in the CVPS operator were computed at the interface of the two adjacent layers, similar to CMAQ (U.S. EPA, 1999; Byun and Schere, 2006), for vertical eddy diffusion and advection. Table 1 lists the initial condition (a) and test results (b). Table 1 shows that, in 5 s, CO concentrations in the two thin layers changed from (1.82, 1) to

Fig. 2. Simulated O3 over the greater Los Angeles area at 10 m (left) and 250 m (right) above the ground on August 28, 1987, with the CVPS operator (top) and its corresponding split operators (bottom).
The solution was stable and mass conserved to within 0.1% during the iteration, whether the Courant number for diffusion was used or not. The vertical profile, albeit of two layers, was the same as various combinations of split operators. Tested split operators include the chemical solver in the CVPS and the 1-D coupled (diffusion, advection, emission, deposition) solver of the CALGRID model (Yamartino et al., 1989). Due to the overhead of the CVPS operator, split operators performed much faster for this simple problem on a dual-quad-core Linux computer.

The second test of the CVPS operator was designed to examine the robustness of the coupling between chemistry and physical processes. Simulations were conducted on a unique terrain of Los Angeles and its neighboring counties. There were (65 × 40) columns in the simulations, and each column extended to the diffusion break from a surface area of (5 km × 5 km). The number of model layers containing the atmospheric boundary layer varies, but the layer thickness was constant in the simulations. The Carbon Bond Mechanism (Gery et al., 1989; Liang and Jacobson, 2000) was used. The vertical diffusivity ranged from 10−120 m² s⁻¹ and the atmospheric boundary layer extended 3−7 vertical model layers. Table 2 lists initial conditions and test results. Initial chemical environment mimics a smog-chamber experiment, while the physical environment is similar to Los Angeles area. Photolysis rates were calculated for each layer in each column during a widely studied period conducive for high 1-h ozone formation. Table 2(b) shows that, in the hypothetic conditions, 1-h O₃ in the bottom layer increased from 33 ppbv at 6 am to ~780 ppbv at 6 pm with peak up to ~820 ppbv at 4 pm. Difference within a row reflects geographic effect, and difference in a column except the last cell was due to vertical mixing conditions. When vertical physical processes were turned off, the 1-h O₃ was slightly lower. The last row shows the effect of additional OH source, as reported by Li et al. (2008), which reduced peak 1-h O₃ in the bottom layer in contrast to the case reported by Wennberg and Dabdub (2008) presumably due to different chemical scheme used here.

The final test of the CVPS operator was conducted with three-dimensional simulations using an observed O₃ episode in the greater Los Angeles area, to examine potential constraints of vertical advection and diffusivity on iteration time steps in the Newton-Raphson method without a Courant number and with Courant numbers of 0.2 and 0.5, respectively. As the sub time step used in chemical integration was relatively small and vertical diffusion dominated in the atmospheric boundary layer over Los Angeles in the simulations, the effect of Courant numbers was small, similar to that in the first case. The effect of various synchronization time steps, with values of (10, 5, 2.5) minutes, respectively, was also examined in this test (last three rows of Table 3). As the chemical lifetime of surface air parcels against vertical transport near the diffusion break is on the order of an hour or longer over California,
the effects were dominated by the horizontal advection operator (Walcek, 2000; Byun and Lee, 2002).

3.3. Computational efficiency

The CVPS operator may gain computational advantage over corresponding split operators for two reasons: (1) the use of sparse-matrix techniques, and (2) the low frequency required to communicate with other operators.

The sparseness of the partial derivative matrix (E4) and (E5) for a column of atmospheric boundary layer is significant in the CVPS, even when a dense chemical mechanism is used. Without sparse-matrix techniques, the CVPS operator would increase the calculation of matrix inversion by a factor on the order of $N^2$ from the locally, zero-dimensional operator; where $N$ denotes the number of model layers enclosing atmospheric boundary layer. Sparse-matrix techniques dramatically reduced the computer time for a locally, zero-dimensional operator with various photochemical mechanisms. In the CVPS operator, sparse-matrix techniques yielded similar savings of computer time. For example, when atmospheric boundary layer was enclosed in two model layers, sparse-matrix techniques reduced matrix inversion calculations by 77% for a version of carbon-bond photochemical mechanism.

Three-dimensional modeling with the CVPS operator can afford relatively low frequency for communicating feedbacks between the CVPS operator and other operators that represent vertical transport processes in free troposphere and horizontal transport processes in the atmosphere. The dependences of the CVPS operator and its corresponding split operators on synchronization time steps were evaluated with a number of 1-h three-dimensional simulations over the greater Los Angeles area during 10–11 am on August 26, 1987, using reduced emission levels corresponding to a recent year (2005). As the horizontal advection solver is not in the CVPS operator, a classic horizontal advection solver (Yamartino et al., 1987, using reduced emission levels corresponding to a recent year (2005)) was used; more up-to-date horizontal advection solvers (Walcek, 2000; Byun and Lee, 2002) may be used in future applications. Synchronization time steps of (10, 5, 2.5) minutes were conducted for the CVPS operator, and incrementally shrinking synchronization time steps ranging from 5 min to 4.7 s were conducted for the corresponding split operators. Table 3 lists computer time for various synchronization time steps vs. simulated concentrations (ppbv) of 1-h O$_3$ and Ox. It is shown that both the CVPS operator and its corresponding split operators converged on their own, but the difference between the two methods remains.

Three-dimensional modeling with the CVPS operator can afford relatively low frequency for communicating feedbacks between the CVPS operator and other operators that represent vertical transport processes in free troposphere and horizontal transport processes in the atmosphere. The dependences of the CVPS operator and its corresponding split operators on synchronization time steps were evaluated with a number of 1-h three-dimensional simulations over the greater Los Angeles area during 10–11 am on August 26, 1987, using reduced emission levels corresponding to a recent year (2005). As the horizontal advection solver is not in the CVPS operator, a classic horizontal advection solver (Yamartino et al., 1987) was used; more up-to-date horizontal advection solvers (Walcek, 2000; Byun and Lee, 2002) may be used in future applications.

Three-dimensional modeling with the CVPS operator can afford relatively low frequency for communicating feedbacks between the CVPS operator and other operators that represent vertical transport processes in free troposphere and horizontal transport processes in the atmosphere. The dependences of the CVPS operator and its corresponding split operators on synchronization time steps were evaluated with a number of 1-h three-dimensional simulations over the greater Los Angeles area during 10–11 am on August 26, 1987, using reduced emission levels corresponding to a recent year (2005). As the horizontal advection solver is not in the CVPS operator, a classic horizontal advection solver (Yamartino et al., 1987) was used; more up-to-date horizontal advection solvers (Walcek, 2000; Byun and Lee, 2002) may be used in future applications.

Synchronization time steps of (10, 5, 2.5) minutes were conducted for the CVPS operator, and incrementally shrinking synchronization time steps ranging from 5 min to 4.7 s were conducted for the corresponding split operators. Table 3 lists computer time for various synchronization time steps vs. simulated concentrations (ppbv) of 1-h O$_3$ and Ox. It is shown that both the CVPS operator and its corresponding split operators converged on their own, but the difference between the two methods remains.

This difference originated from the coupling nature of individual processes included in the CVPS operator for major oxidant (Ox). For example, when significant amount of NO was emitted and the operator that contains emission is calculated after the chemistry operator in the split method, O$_3$ from the CVPS method is expected to be lower than from the split method due to its titration by NO. Thus, the difference between the two methods in simulated oxidant concentration was smaller for Ox than for O$_3$.

4. Preliminary application on surface Ox

The CVPS operator was linked to a classic horizontal advection solver (Yamartino et al., 1989), which was shown to have reasonable performance for advecting urban tracers (Walcek, 2000), and applied to assess the success of air pollution mitigation measures for reducing surface Ox over Los Angeles during 1975–2005.

Based on results presented in previous section, the CVPS operator yielded significantly more accurate O$_3$ simulation than its counterpart split operators when the grid volume is ideally mixed. However, the improved accuracy from the use of the CVPS operator is not expected to be as large as the spatial and temporal variations of emission and meteorological fields which are often insufficient for reproducing chemical datasets. In addition, regional air quality modeling has relatively coarse spatial resolution even in California where substantial efforts have been conducted for data acquisition and model analysis (http://www.arb.ca.gov/airways/caqqs.htm), and the existing emission inventories and profiles are in continual development (http://www.arb.ca.gov/aei/eis.htm). To compare with observed values of many chemical compounds, regional air quality models that currently have resolutions of (~5 km × ~5 km) horizontally and (~30 m) vertically near the surface likely need to be linked to neighborhood-scale models, models of room air, and models for human exposures, or need to use various evaluation methods (Livingstone et al., 2009), which are out of the scope of this paper. However, the difference between the two methods was within 20% for Ox in boundary layers over Los Angeles. Thus, we reserve results of single oxidants for future applications and discuss Ox results here.

Fig. 3 shows simulated Ox distributions over the greater Los Angeles area at 10 m (left panel) and 250 m (right panel) above the ground, respectively, for two cases. The first case (top panel) corresponds to conditions occurred on August 28, 1987, and the second case (bottom panel) substituted the 1987-emission with hypothetical emissions in 2005 if no air quality mitigation efforts had been applied during 1975–2005 (Motallebi et al., 2009). It is shown that (1) Ox at 250 m level was comparable to that at 10 m level, and (2) Ox in 2005 would be over three times that in the 1987 case at both levels without air pollution mitigation measures during 1975–2005. Therefore, air pollution mitigation measures

Table 3

Simulated surface oxidants and computer timings.

<table>
<thead>
<tr>
<th>Methods</th>
<th>dt (s)</th>
<th>Clock time (s)</th>
<th>LA(O$_3$)</th>
<th>OR(O$_3$)</th>
<th>RS(O$_3$)</th>
<th>SB(O$_3$)</th>
<th>LA(Ox)</th>
<th>OR(Ox)</th>
<th>RS(Ox)</th>
<th>SB(Ox)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C:VPS 300.0</td>
<td>147</td>
<td>54.0</td>
<td>53.8</td>
<td>51.8</td>
<td>38.0</td>
<td>68.4</td>
<td>85.3</td>
<td>56.4</td>
<td>40.0</td>
<td></td>
</tr>
<tr>
<td>C:VPS 150.0</td>
<td>267</td>
<td>53.5</td>
<td>52.7</td>
<td>51.5</td>
<td>37.9</td>
<td>68.3</td>
<td>85.0</td>
<td>56.3</td>
<td>40.0</td>
<td></td>
</tr>
<tr>
<td>C:VPS 75.0</td>
<td>473</td>
<td>52.3</td>
<td>49.5</td>
<td>51.1</td>
<td>37.7</td>
<td>68.9</td>
<td>84.7</td>
<td>56.5</td>
<td>40.0</td>
<td></td>
</tr>
<tr>
<td>C:VPS 37.5</td>
<td>853</td>
<td>52.2</td>
<td>49.0</td>
<td>50.8</td>
<td>37.6</td>
<td>69.0</td>
<td>84.6</td>
<td>56.4</td>
<td>40.0</td>
<td></td>
</tr>
<tr>
<td>C:VPS 18.8</td>
<td>1541</td>
<td>52.0</td>
<td>48.8</td>
<td>50.6</td>
<td>37.5</td>
<td>68.8</td>
<td>84.4</td>
<td>56.2</td>
<td>40.0</td>
<td></td>
</tr>
<tr>
<td>C:VPS 9.4</td>
<td>2845</td>
<td>51.8</td>
<td>48.5</td>
<td>50.4</td>
<td>37.5</td>
<td>68.7</td>
<td>84.2</td>
<td>56.1</td>
<td>39.9</td>
<td></td>
</tr>
<tr>
<td>C:VPS 4.7</td>
<td>5215</td>
<td>51.7</td>
<td>48.1</td>
<td>50.1</td>
<td>37.5</td>
<td>68.7</td>
<td>84.0</td>
<td>55.9</td>
<td>40.0</td>
<td></td>
</tr>
<tr>
<td>C:VPS 600.0</td>
<td>1453</td>
<td>32.1</td>
<td>13.1</td>
<td>41.0</td>
<td>34.4</td>
<td>61.0</td>
<td>69.0</td>
<td>51.3</td>
<td>38.3</td>
<td></td>
</tr>
<tr>
<td>C:VPS 300.0</td>
<td>1631</td>
<td>32.5</td>
<td>13.5</td>
<td>41.0</td>
<td>34.4</td>
<td>61.2</td>
<td>69.1</td>
<td>51.3</td>
<td>38.4</td>
<td></td>
</tr>
<tr>
<td>C:VPS 150.0</td>
<td>2676</td>
<td>32.7</td>
<td>13.5</td>
<td>40.9</td>
<td>34.4</td>
<td>61.4</td>
<td>69.2</td>
<td>51.3</td>
<td>38.4</td>
<td></td>
</tr>
</tbody>
</table>

*Surface oxidants (O$_3$ and Ox) concentrations over counties of Los Angeles (LA), Orange (OR), Riverside (RS) and San Bernardino (SB) were simulated for 10–11 am on August 26, 1987, using the CVPS operator and its corresponding split operators, denoted as C:VPS in the first column, at emission level in 2005. Ten 1-h simulations were conducted with various synchronization time steps (dt) applied for the CVPS operator (10 min, 5 min, 2.5 min) and its corresponding split operators (5 min, 2.5 min, ... 4.7 s); respectively. Clock time reflects computer time used for each simulation under conditions specific to a dual quadcore Linux processor at California Air Resources Board.*
during 1975–2005 had greatly reduced surface Ox concentration over Los Angeles in 2005.

5. Conclusion

A locally, one-dimensional operator that couples complex Chemical and Vertical Physical processes with Sparse-matrix techniques (CVPS) for multidimensional regional photochemical transport models was developed. The CVPS operator solves fundamental interactions between gas-phase chemistry and vertical physical processes in the atmospheric boundary layer at each time step, and may be used to simulate chemicals sensitive to both vertical mixing and photochemistry during a time step. The formulation of the operator was described, and the implementation of the operator was evaluated with (a) multiple-column simulations with initial chemical conditions from a smog-chamber experiment, and (b) three-dimensional simulations with inputs from a classic 1-h ozone episode in greater Los Angeles area. The CVPS operator was found numerically stable and computationally efficient in atmospheric boundary layer over California. Difference in simulated surface ozone concentration from using the CVPS operator and its counterpart split operators, which originates from model formulations, was significant in areas with substantial emission of NO, and the corresponding difference was much smaller for Ox. The computational advantage originates from sparse-matrix techniques and the low frequency for communicating...
feedbacks between CVPS and other local operators, based on surface Ox simulations in California.

Acknowledgements

We are indebted to: Daniel J. Jacob at Harvard University for discussions from scientific perspectives; Bart Croes, Bruce Jackson, Nehzat Motallebi, Donald Johnson at California Air Resources Board for assistance in SCAQS data analysis and computer system administration.

References


