That which is novel, however, is that the levels at 1246 and 1249 cm⁻¹ have significantly different IVR rates. Moreover, the higher energy level has a slower IVR decay rate than the lower energy one. In a simple golden-rule picture such behavior could be due to either inhomogeneities in the density of "bath" vibrational states (ρ vib) in the 1246-49-cm⁻¹ region or to a factor of ~1.5 difference in the average coupling matrix elements (V) that connect the optically prepared levels to the bath states. Since ρ vib at this energy is fairly high, one does not expect inhomogeneities of sufficient magnitude to effect a factor of two difference in rates. On the other hand, spectroscopic considerations have led to the assignment of the 1246-cm⁻¹ interval as a combination band and the 1249-cm⁻¹ interval as a fundamental vibration. Being that the two levels are of significantly different vibrational character, one might expect them to be characterized by different V. Thus the mode-dependent dissipative IVR, manifested as different decay rates, seems likely to have origins in the different natures of the vibrational motions initially excited. A full account of this work will be published later when the picosecond IVR dynamics of other levels in trans-stilbene is characterized.
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An account of recent theoretical and experimental advances in the field of excitation transport in disordered finite volume systems is presented. A theoretical approach is described which demonstrates that the spatial extent of a system of chromophores can have a profound effect on excitation transport. Experiments on a finite volume system, octadeetyl rhodamine B in micelles, are described. This clustered transport system is shown to be highly efficient. Theoretical analysis permits the determination of the size of the micelle. The finite volume theory is then adapted to describe excitation transfer among chromophores attached to an isolated polymer coil or small aggregate of coils in a polymer blend. It is shown that information about polymer configurations can be obtained from excitation transport experiments. Experimental measurements on excitation transfer between a pair of chlorophyll molecules substituted into hemoglobin are described. These experiments yield an absolute determination of the direction of the chlorophyll transition dipole relative to the molecular axis system.

I. Introduction

In recent years considerable progress has been made in the study of electronic excitation transport processes in a variety of condensed-phase systems. This collisionless, nonradiative resonance transfer process was first described in quantum mechanical terms by Förster over 30 years ago. Since then, work in many scientific fields has revealed the ubiquitous nature of electronic excitation transfer. It is involved in concentration quenching of fluorescence in solution as well as in sensitized luminescence in gases, liquids, and solids. Excitation transport is a critical step in the primary stages of photosynthesis and is also responsible for time-dependent emission line shape effects in mixed molecular crystals and glasses.

Excitation transfer between molecules occurs because of intermolecular interactions, e.g., multipolar or exchange, which couple the states of the molecules. For all the experimental systems described in this paper, the intermolecular interaction energy is much smaller than fluctuations in the molecular energy levels caused by rapid thermal motions of the medium. In this case, the excitation transport process is incoherent and can be described in classical terms; only excitation probabilities need be considered. Therefore, a theoretical treatment based on the master equation can be employed.

1Permanent address: Department of Chemistry, University of Wisconsin, Madison, WI 53706.

Since the coupling between molecules is strongly distance dependent, the excitation transfer rate is as well. For molecules distributed randomly within some volume, the large distribution of intermolecular distances implies a large distribution of transfer rates. The mathematical treatment of such problems involves very large systems of coupled linear differential equations (the master equation) which cannot be solved exactly. In the past few years, rapid progress has been made in developing accurate nonperturbative approximations for this kind of problem in systems large enough to be taken as infinite in extent.

The nature of excitation transport among chromophores (donors) distributed randomly in an infinite solution has been studied extensively. This is a classic problem treated by Förster over 30 years ago. Förster simplified the complex problem of the distribution of donor-acceptor separations into an integral equation which cannot be solved exactly. In the lattice theory, the distance variable is no longer continuous. It is necessary to exclude configurations in which two molecules are on the same lattice site. In the lattice theory, the problem of donor-to-donor transport prior to trapping can be handled for any form of the intermolecular interaction distance variable. Forster considered excitation transport in solutions containing two solute species: donor molecules and traps molecules. An electronic transport dynamics for any concentration of donors and traps has been possible to obtain an accurate description of excitation transport as well.

Constraining chromophores to a finite volume increases the theoretical complexity of the excitation transport problem. For an infinite volume system, the ensemble-averaged Green function solution to the master equation is independent of the initial position of the excitation. This property allows a very accurate approximation to be obtained by nonperturbative techniques. In contrast, a chromophore near the surface of a finite sphere of randomly distributed chromophores experiences a very different local distribution of chromophores than a chromophore near the center. Therefore, an additional average over the excitation starting point must be performed. The finite volume theory must also be able to handle finite numbers of particles. These differences from the infinite volume problem make the nonperturbative theoretical techniques inapplicable to finite volume systems. Instead a density expansion with a Padé approximant is used. These theoretical results have been shown to be accurate.

As an example of excitation transfer in a finite volume system, picosecond fluorescence mixing experiments on octadecyl rhodamine B (ODRB) in Triton X-100 micelles are described. The ODRB is insoluble in water and is totally associated with the micelles. ODRB in micelles forms a clustered energy transport system. By clustering the dye molecules in a small volume, the transport efficiency is greatly increased over a solution with the same dye concentration but with the molecules randomly distributed throughout the solution. Very rapid energy transport is observed and agreement with theory is very good. The experiments provide an accurate determination of the micelle size. The finite volume excitation transport theory is then applied to isolated polymer coils and small aggregates of coils, for polymers that contain chromophores. Examples of common polymers containing chromophores are polystyrene and polyvinyl-
naphthalene. Due to the strong distance dependence of the transfer rate, the dynamics of excitation transport in a finite volume are intimately related to the average interchromophore separation, and hence the overall size of the chromophore distribution. Excitation transport observables can serve as a tool for examining the spatial configuration of polymer coils just as these observables allowed the determination of the Triton micelle size. Of particular interest is how coil size changes in various polymer blends. The experimental results presented here indicate that the finite volume theory correctly describes the time dependence of excitation transport in an isolated polymer coil. Like micelles or polymers, the natural photosynthetic unit is a finite volume energy transport system; plants take advantage of the efficiency of a clustered transport system to move optical excitations from the absorbing chlorophylls to the photosynthetic reaction center. The relationship between structure and function of the photosynthetic unit is a problem on which tremendous research effort is being expended. The orientation of the chlorophyll transition dipole is the cornerstone of all interpretations of polarized light spectroscopy, excitonic interactions, and resonant excitation transfer in natural chlorophyll-containing systems. Recently the transition dipole orientation was determined by examining excitation transport between two chlorophyll molecules in a synthetic chlorophyllide substituted hemoglobin. The phenomenon of hopping transport in disordered systems is of considerable interest in many areas of solid-state physics, chemistry, and biology. An understanding of the pairwise interactions which cause excitation transport, coupled with an appropriate theoretical approach, allows detailed information about molecular properties and the properties of large assemblies of molecules to be extracted from experimental investigations.

II. Theory

An important characteristic of a disordered system is the statistical distribution of intermolecular distances, which leads to a distribution of transfer rates from an initially excited molecule to surrounding unexcited molecules. There is not a single path by which excitation probability is transferred between two molecules but rather a very large set of possible paths involving all the molecules in the sample. An ensemble average over this set of paths is necessary to describe the actual transfer process. Qualitatively, it is not difficult to appreciate the effects of the finite volume on the problem. Molecules near the edge of the volume have a smaller number of nearby chromophores than molecules near the center. Thus, the time required for transport away from the originally excited molecule averaged over all starting positions and chromophore configurations in the finite volume will be slower than in an infinite volume of the same chromophore density. Additionally, transport cannot become diffusive in the long time limit even in the absence of traps. The mean-squared displacement must approach a constant as excitation probability is equalized throughout the finite volume. Clearly, the effects of the finite volume will be most pronounced when the volume dimensions are comparable to the critical radius for energy transport $R_0$. Finite volumes significantly alter the behavior of time-dependent observables in many cases.

Each configuration of $N$ molecules distributed randomly in a volume $\Omega$ is characterized by the location and orientation of the $N$ molecules $(r_1, \theta_1, \phi_1; r_2, \theta_2, \phi_2; \ldots; r_N, \theta_N, \phi_N)$. The vector $r_i$ gives the location of molecule $i$ while $\theta_i$ and $\phi_i$ represent the set of angular coordinates necessary to specify the orientation of the transition dipole. The master equation for each configuration, denoted by $R$, is

$$dp_j(R,t)/dt = -p_j(R,t)/\tau + \sum_k w_{jk} p_k(R,t) - p_j(R,t)$$

where $p_j(R,t)$ is the probability that an excitation is found on molecule $j$ in configuration $R$ at time $t$, $\tau$ is the measured lifetime, and $w_{jk}$ is the transfer rate between molecule $j$ and $k$. For dipole–dipole interactions, the transfer rate is

$$w_{jk} = \frac{\hbar^2}{4\pi^2}\Omega k^2 (R_j/R_k)^6$$

$R_0$ characterizes the strength of the intermolecular interaction and can be determined from steady-state spectroscopy. Qualitatively, $R_0$ is a measure of the distance over which energy transport is efficient in comparison to lifetime processes. The orientation factor $K_{jk}$ is dependent on the relative orientation of the transition dipoles of molecules $j$ and $k$ and can be written as

$$K_{jk}^2 = \left| \langle \hat{d}_j \cdot \hat{d}_k \rangle \right|^2$$

where $\hat{d}_j$ and $\hat{d}_k$ are unit vectors in the directions of the transition dipoles of molecules $j$ and $k$ and $P_k$ is a unit vector in the direction of a vector connecting molecule $j$ and $k$.

The quantity most useful for obtaining information concerning transport is the Green function:

$$G(r,r',t) = G^0(r,r',t) + G^n(r,r',t)$$

The Green function can be thought of as the probability of finding an excitation at position $r$ and time $t$ with the initial condition of unit probability at $r'$. It is convenient to divide the Green function into two terms, one which is a measure of probability at the initial site of excitation $r'$, $G^0(r,r',t)$ and one which is a measure of the probability found on a molecule a distance $r-r'$ from the initial site, $G^n(r,r',t)$.

As discussed in the Introduction, this problem cannot be solved exactly. We have employed an expansion in powers of the chromophore density to investigate the finite volume problem. It provides results that are most accurate for short times or low concentrations. For certain properties, such as the probability of finding an excitation on the originally excited molecule ($G^0(t)$), the density expansion can provide a very good approximation for all experimentally accessible times.

The Laplace transform of $G(t)$ can be written in powers of the chromophore density as

$$\tilde{G}(N, \Omega, r, r', \epsilon) = \frac{1}{\epsilon} \left( \frac{N-1}{\Omega} \right) B_2(\Omega, r, r', \epsilon) - \left( \frac{N-1}{\Omega^2} \right) B_3(\Omega, r, r', \epsilon) - \cdots \tag{5}$$

Here $\Omega$ characterizes the volume containing the chromophores. The term $B_2$ contains information about two-particle interactions. Similarly, $B_3$ contains information about three-particle interactions. If a general expression for the $n$th term could be found, $\tilde{G}(\epsilon)$ could be calculated exactly. In practice, only the first two terms can usually be evaluated. Since we are interested in situations where the chromophores are randomly distributed within the finite volume, we need to ensemble average the above expression over all possible chromophore positions. The truncated density expansion for an orientation averaged transfer rate then yields eq 6 where explicit expressions have been used for $B_2$ and $B_3$.

$$\tilde{G}(N, \Omega, \epsilon) = \frac{1}{\epsilon} \left( \frac{N-1}{\Omega^2} \right) \int_0^\tau \int_0^\tau \int_0^\tau \int_0^\tau \epsilon_1 \epsilon_2 \epsilon_3 \epsilon_4 \left( \epsilon_1 + 2w_{12} \right) - \left( \epsilon_1 - \epsilon_2 - \epsilon_3 - \epsilon_4 \right) \left[ \epsilon_1^2 + 2(\epsilon_1 + \epsilon_2 + \epsilon_3 + \epsilon_4) + 3(\epsilon_1 \epsilon_2 + \epsilon_1 \epsilon_3 + \epsilon_1 \epsilon_4 + \epsilon_2 \epsilon_3 + \epsilon_2 \epsilon_4 + \epsilon_3 \epsilon_4) \right] \right. \tag{6}$$

Equation 6 is the exact solution to the finite volume problem for three or fewer particles. It is a reasonable but not very good approximation for larger numbers of particles. We obtain a better approximation for $\tilde{G}(\epsilon)$ by using the Padé approximant

$$\tilde{G}(N, \Omega, \epsilon) = c_1^0 + (N-1)c_2^0 + (N-1)[(N-1)(c_2^0)^2 - (N-2)c_3^0]^{-1} \tag{7}$$

Here $h_2$ and $h_3$ represent the two- and three-particle integrals in eq 6. $h_2$ and $h_3$ are functions of $\Omega$, $\epsilon$, and the transfer rate.
Padé approximants are frequently used in statistical mechanics to approximate truncated power series expansions such as eq 6.32. No matter how many terms were calculated in the expansion for $G^r(N,\Omega,\epsilon)$, the result would be ill behaved for large $N$ or small $\epsilon$. Equation 7, in contrast, shows the proper asymptotic behavior in these limits and is a very good approximation to $G^r(N,\Omega,\epsilon)$.

The relationship between the inverse Laplace transform of $G^r(N,\Omega,\epsilon)$, $G(N,\Omega,r)$, and the results of a fluorescence depolarization experiment is easily understood. If chromophores in a viscous medium are irradiated with a short pulse of polarized light, molecules with their transition dipoles oriented parallel to the excitation polarization are preferentially excited. If the ensuing fluorescence is detected through a polarizer, the initial ratio of parallel polarized fluorescence intensity to perpendicular polarized intensity is about 3:1. In a low concentration sample where energy transfer does not occur, both components of the fluorescence decay with the lifetime and the polarization ratio is preserved. In higher concentration samples excited-state population is transferred to molecules with a range of orientations, and the fluorescence becomes depolarized. Galanin has shown that the overwhelming contribution to fluorescence polarization is due to fluorescence from chromophores which were initially excited, 33, 34 i.e., energy transfer can be taken to occur to a randomly oriented chromophore. Thus the time dependence of fluorescence depolarization will be directly related to the fundamental property which characterizes energy transport, the time-dependent probability that the excitation is at the initial site, $G(t)$.

### III. Experimental Methods

The experiments presented in sections IV and VI were performed with the fluorescence mixing technique. In these experiments, a specific polarization component of the fluorescence decay is directly observed. The setup shown in Figure 1 is configured for the experiments on excitation transport among dye molecules in micelles 26 (section IV). The laser is a continuously pumped Nd:YAG system which is acousto-optically Q-switched and mode-locked to produce trains of about 40 pulses at 1.06 µm, with 1.3 mJ per pulse train. The YAG pulse train is frequency doubled and used to synchronously pump a dye laser which is spectrally narrowed and tuned by two intracavity etalons. The dye laser is cavity dumped by a Pockels cell with avalanche transistor driver to give a 20-µJ, 30-ps pulse with a spectral width of 1 cm⁻¹. A dye laser single pulse at 562 nm excites the sample. The resulting fluorescence is filtered to removed scattered excitation light and focused into an RDP type-I sum-generating crystal where it overlaps with the path of a 1.06-µm single pulse selected from the YAG laser pulse train by a Pockels cell and polarizer. The fluorescence reaching the sum crystal coincident in time with the 1.06-µm pulse mixes with that pulse to produce a short burst of UV light (~380 nm). The UV intensity is proportional to the fluorescence intensity at that time. The sum crystal is oriented so that only the component of the fluorescence polarized parallel to the 1.06-µm polarization is summed. A half-wave plate varies the polarization of the excitation pulse relative to the summing pulse, allowing both the parallel and perpendicular polarization components of the fluorescence ($I_{||}(t)$ and $I_{\perp}(t)$) to be obtained.

The excited-state lifetime can be determined directly by adjusting the relative polarization of the excitation and summing pulses to the magic angle (54.7°). 17 At this angle a signal proportional to the total fluorescence is obtained, i.e., depolarization processes do not contribute to the signal.

The time decay is swept out by varying the delay between the excitation pulse and the summing pulse with a motorized delay line. The signal is detected through a UV bandpass filter by a cooled photomultiplier. The phototube output is measured with a lock-in amplifier operating at the laser frequency. The lock-in output and a voltage proportional to the delay time are digitized and stored on disk.

The experimental results reported in section V were obtained with a different experimental system. A 640-nm single pulse was obtained from the synchronously pumped dye laser described above. This pulse was frequency doubled to 320 nm and used for sample excitation. The resulting fluorescence was focused into a monochromator with a polarizer on the entrance slit and a Hamamatsu R1645U-01 microchannel plate attached to the exit slit (emission wavelength = 337 nm). A Tektronix 7912 transient waveform recorder digitized the signal from the microchannel plate and transferred the data to a minicomputer.

The excitation polarization was varied with a half-wave plate, allowing either $I_{||}(t)$ or $I_{\perp}(t)$ to be obtained. The detection system has a time response of 1 ns.

### IV. Micelles

In this section we discuss picosecond fluorescence mixing experiments on excitation transfer among donors randomly distributed at the surface of Triton X-100 micelles. 26 Micelles have been extensively studied and their physical properties are relatively well understood. As such, they present a good physical situation for testing energy transport theories for finite volumes.

The donor chromophore used in these experiments is octadecyl rhodamine B (ODRB). The long hydrocarbon tail of ODRB increases the solubility of the chromophore in the micelle to such an extent that virtually every ODRB molecule is associated with a micelle. The micelle concentrations are sufficiently low that excitation transport between chromophores in different micelles is negligible. The charged nature of the chromophore assures that it is located at the micelle surface. Thus we can describe our experimental system by considering donor–donor energy transport on a sphere surface.

We calculated $G(t)$, the probability that the excitation is on...
the originally excited molecule, for transport on a spherical surface using eq 7. In Figure 2, we show the results of this calculation for different numbers of chromophores randomly distributed on a sphere of radius 37 Å. This value of the radius is the best fit to the experimental data presented below. The radius for ODRB was measured spectrophotometrically to be 51.5 Å, and this value was used in the calculation. As the number of chromophores increases, energy transport becomes very efficient.

For ODRB in Triton X-100 micelles, the relationship between $G'(t)$ and the fluorescence decays parallel and perpendicular to the excitation polarization is given by

$$I_p(t) = e^{-t/\tau}(1 + 2C\phi(t))$$

and

$$I_{sp}(t) = e^{-t/\tau}(1 - C\phi(t))$$

where $C$ is a constant $\leq 0.4$ which describes the degree of photoselection for the transition involved. $\phi(t)$ contains all sources of depolarization. Since the ODRB chromophores rotate inside the micelle, $\phi(t)$ contains a small contribution due to molecular rotation$^{35}$ as well as energy transport.

$$\phi(t) = e^{-t/\tau_R} \sum_{n=0}^{\infty} \frac{(e^{\mu N})^n}{n!} G(N,R,t)$$

In this expression, $\tau_R$ is the rotational lifetime and $\mu$ is the average number of chromophores per micelle. A Poisson distribution is employed to describe the distribution of ODRB among the micelles.

Fluorescence mixing experiments were performed as described in section III. First, a micelle solution where the ODRB concentration was so low that no energy transport could occur was examined. This allowed all parameters in eq 8-10 to be determined except the micelle radius. We next examined four solutions of successively higher chromophore concentrations (the Triton X-100 concentration was held fixed). The only parameter that we adjusted to account for the energy transport in this data was the micelle radius. The best fit to the data was obtained with $R = 37$ Å.

The energy transport measurements yield the radius of the micelle. The best fit to the data was obtained with $G'(t) = 1$ for all times.)

Figures 3 and 4 show the polarized fluorescence decays, as well as the smooth theoretical curves calculated with $R = 37$ Å. It is clear that the theory not only accurately predicts the shapes of $I_{sp}(t)$ and $I_p(t)$ but also the relative heights. In Figure 3b we have reproduced the low concentration $I_{sp}(t)$ to illustrate that energy transfer is significantly affecting the experimental observable, even when the average number of chromophores per micelle is only 2.2. At higher concentrations (Figure 4), there is a slight discrepancy between the theoretical predictions and the experimental curves. These small deviations are explained by trapping by aggregates$^4$ of ODRB within the micelles.

Three main conclusions emerge from this work. (1) The statistical mechanical theory,$^{14}$ which employs a density expansion with a Padé approximant, provides a very good description of these finite volume systems. Energy transport theories developed for infinite volumes cannot explain the experimental results. (2) The efficiency of energy transport among donors is greatly enhanced by clustering the donors in the small volume micelle systems. (3) The energy transport measurements yield the radius of the micelles. The radius determined by these experiments is in good agreement with those measured by other techniques.$^{36,37}$ When

---

Questions about coil dimensions and aggregation of coils are extremely difficult to address with current techniques when the polymer concentration is very small. This is particularly true of polymer blends, when a low concentration of guest polymer is mixed with another polymer. \( G(t) \), because it can be obtained from time-resolved polarized fluorescence data, can be measured even at very low concentrations. \( G(t) \) depends strongly on the degree of extension of a single polymer coil. As the solvent-polymer interactions are made less favorable, the polymer will contract and \( G(t) \) will decay faster due to the increased local concentration of chromophores attached to remote segments of the chain. \( G(t) \) will also be sensitive to aggregation of polymer coils, either because of an increased chromophore density or, if the chromophore density does not increase, because of the larger volume of sites that the excitation can visit (increasing the finite volume). Thus the observation of energy transport allows questions pertaining to the physical properties of isolated coils or small aggregates in various environments to be addressed.

The finite volume theory outlined above can be used to calculate \( G(t) \) for isolated polymer coils if a few modifications are made. First, we restrict the application of the theory to polymers which contain only a small fraction of chromophore-containing monomers. This assures that the chromophore distribution about the originally excited chromophore is essentially three-dimensional. Second, we assume the model of chromophores randomly distributed in a sphere of radius \( R_c \) to be an approximate description of the subset of all coils with configurations having a particular radius of gyration \( R_c \). (Thus, \( \Omega \) in eq 6 and 7 is a spherical volume of radius \( R_c \).) Associated with this distribution of chromophores is a second moment, i.e., the radius of gyration squared \( (R_c^2 = \langle R_c^2 \rangle) \). By averaging \( G(t) \) obtained for a particular \( R_c \) over a distribution function for \( R_c \), we obtain the ensemble averaged observable:

\[
\langle G(N, (R_c^2); t) = \int_0^\infty dR_c \, P(R_c) \, G(N,R_c,t) \quad (11)
\]

For the purpose of illustrating this calculation below, the Flory–Fisk distribution function was used for \( P(R_c) \).

The energy transport calculation described above involves an average over a chromophore distribution with a sharp cutoff. The validity of this averaging procedure can be tested by calculating the ensemble average segmental distribution function implicit in this approach. Figure 5 shows the comparison of this distribution (dashed line) to the widely used Gaussian distribution function (solid line). The agreement is very reasonable and demonstrates that our model is consistent with a Gaussian ensemble average density distribution.

Figure 6 shows how \( G(t) \) is affected by changes in coil dimensions and by coil aggregation for a specific copolymer in blends with various hosts. For the purposes of illustration, parameters appropriate for a 20 000 MW copolymer of vinylpyrrole and methyl methacrylate (mole fraction of vinylpyrrole = 0.15) have been used. \( R_0 \) is taken to be 13.0 Å, the same as for 2-ethylpyrrole. Curve A shows \( G(t) \) calculated for the copolymer under \( \Theta \) conditions \( \langle R_c^2 \rangle^{1/2} = 37 \) Å. \( \Theta \) conditions imply that polymer-host interactions exactly cancel polymer excluded volume effects, hence random flight statistics are applicable. Curve B shows \( G(t) \) for the same isolated polymer coil as it might appear at very low concentration in a polymer blend when the thermodynamic interactions between the host and guest polymers are unfavorable. The segmental density of the guest copolymer has been doubled at the center of the coil by decreasing \( (R_c^2)^{1/2} \) to 29 Å. The Flory–Fisk distribution was again used to describe the distribution of the radius of gyration. Curve B could be readily distinguished from curve A by, for example, time-resolved fluorescence depolarization measurements.

Curve C shows the change in \( G(t) \) that would be expected upon...
aggregation of single coils if the average chromophore density of the copolymer coil is the same as in curve A (θ conditions). In this case the volume accessible to the excitation (i.e., the number of sites) increases. This is clearly the minimum change that would be expected upon aggregation. If the chromophore density increased as well, the difference between curves A and C would be greater. For comparison, curve D shows an infinite volume calculation (using the theory of Gochanour, Andersen, and Fayer) for conditions corresponding to a macroscopic volume of the pure copolymer.

In Figure 7, the results of a time-resolved fluorescence depolarization experiment are compared to the theory presented in this section. The sample is a 20 000 MW copolymer of 2-vinylphenanthrene and methyl methacrylate (mole fraction of vinylphenanthrene = 0.10). The host material is 120 000 MW poly(methyl methacrylate) (PMMA). The copolymer concentration in successive PMMA samples was lowered until no further changes in the fluorescence depolarization were detected (3/8 wt %). Thus, the experimental G(t) curve in Figure 7 is characteristic of excitation transport among the chromophores of the isolated copolymer coil; excitation transport to chromophores on other chains is negligible.

The experimental G(t) curve was obtained as follows: First, the fluorescence anisotropy, r(t)

\[ r(t) = \frac{I_\perp(t) - I_\parallel(t)}{I_\parallel(t) + 2I_\perp(t)} \]  

(12)

was calculated from the polarized fluorescence data. Then fluorescence depolarization data were collected for a second copolymer, one in which the 2-vinylphenanthrene mole fraction is so low that excitation transport can be neglected. The fluorescence anisotropy calculated from this data contains a very small amount of depolarization due to motion of the chromophores. The experimental G(t) is obtained by taking the ratio of the fluorescence anisotropies of the two copolymers. This procedure removes the depolarization due to molecular motion.

The theoretical curve shown in Figure 7 which passes through the data was obtained by convolving I_\perp(t) and I_\parallel(t) with the impulse response function and using eq 12 to calculate G(t). A single parameter, \( (R_g^2)_{1/2} \), was adjusted to obtain the best fit. The curve shown has \( (R_g^2)_{1/2} = 26 \text{ Å} \). To indicate the sensitivity of the observable to \( (R_g^2)_{1/2} \), a second curve with \( (R_g^2)_{1/2} = 24 \text{ Å} \) is shown. The accepted value for a 20 000 MW PMMA homopolymer is 37 ± 4 Å.

The reason for this discrepancy is that the pair correlation function implicit in the theory is not appropriate for a 20 000 MW PMMA chain. When the correct pair correlation function is

considered, the theoretical fit yields a $(R_2^t)^{1/2}$ which lies within the error bars of the accepted value. The fact that the theory predicts the correct shape for $G(t)$ and yields a $(R_2^t)^{1/2}$ value close to that of the $\Theta$ condition homopolymer demonstrates that essential aspects of polymer statistics have been incorporated. Experiments are presently being conducted in our laboratory on isolated polymer coils in a variety of host materials and on phase-separated blends. The above discussion makes clear the possibility of obtaining new insights into the microscopic interactions of polymers in the solid state.

VI. Chlorophyll Transition Dipole Moment Orientation

In the systems described above, the observation of energy transport was combined with the knowledge or measurement of molecular parameters to extract information about the spatial distribution of chromophores. In this section, we describe an experimental system where the knowledge of the spatial position and orientation of the chromophores allows the extraction of a molecular property. The property of interest is the orientation of the transition dipole within the chlorophyll molecule. This quantity is significant for the interpretation of experiments on natural chlorophyll-containing systems, and for our understanding of the molecular architecture of these systems.

Figure 8 shows the zinc pyrochlorophyllide molecule and specifies the orientation of the transition dipole in terms of the angle $\theta$. In order to determine $\theta$, two chlorophyllide molecules have been substitutionally incorporated into a host protein (hemoglobin). Proteins possess specific binding sites for their chromophores. The reconstitution of hemoglobin with two chlorophyllide molecules takes advantage of this aspect of protein structure, providing a system of two chromophores separated by a sufficient distance so that exchange and excitonic interactions are absent. The well-defined tertiary and quaternary structure of the hemoglobin molecule ensures that the relative orientation of each interacting pair of chlorophyllides is constant.

The protein $\alpha^h$(deoxy)$\beta^c$(hemoglobin) has two chlorophyllides that take advantage of this aspect of protein structure, providing a system of two chromophores separated by a sufficient distance so that exchange and excitonic interactions are absent. The well-defined tertiary and quaternary structure of the hemoglobin molecule ensures that the relative orientation of each interacting pair of chlorophyllides is constant.

The protein $\alpha^h$(deoxy)$\beta^c$ (hemoglobin with the heme in each $\beta$ chain replaced by chlorophyllides, and the $\alpha$ chain hemes in the deoxy state) possesses an interchlorophyllide center-to-center separation of 40.2 Å. The exact value of the transfer rate constant is dependent on the mutual orientation of the two transition dipoles ($K_{\mu}$, in eq 2), as well as this distance. Because the interchromophore separation is known and $K_{\mu}$ can be measured independently, the measurement of the transfer rate constant allows the orientation of the transition dipole to be established.

Fluorescence mixing experiments were performed on the system described above. The fluorescence anisotropy, $r(t)$, was calculated from experimental observations at discrete times (see eq 12).

At the moment of the exciting pulse, only originally photoexcited chromophores fluoresce and the emission anisotropy is at its maximum value, the monomer anisotropy $r_0$. The anisotropy then degrades in time by an exponential decay governed by the rate $w_{12}$ of the intraprotein excited-state population transfer to the other, originally unexcited, chromophore. At a time sufficiently long so that the excited-state population has equilibrated between the two chlorophyllides, a characteristic nonzero emission anisotropy, $r_{\infty}$, is observed. Both $r_{\infty}$ and $w_{12}$ contain information about the relative orientation of the lowest energy singlet transition dipole moment.

The results of the time-resolved measurements are presented in Figure 9. Each data point is the average of three to seven anisotropy determinations. The error bars represent corresponding standard deviations. The anisotropy decay has the form of an exponential decay to a nonzero baseline, as anticipated for this system. The smooth curves are theoretical fits for the small range of possible orientations of the transition dipole which fits the data.

The combination of this time-resolved data and steady-state fluorescence anisotropy data allowed the orientation of the transition dipole to be fixed, with $\theta = 95 \pm 2^\circ$. This value falls within the range of values calculated theoretically and will be of considerable importance in furthering our understanding of chlorophyll-containing systems in nature.

VII. Concluding Remarks

In this article, we have reviewed recent experimental and theoretical progress in the study of electronic excited-state transport processes in disordered finite volume systems. The experiments on micelles demonstrate that clustered transport systems can provide extremely efficient excitation transport even at low bulk concentrations. In analogy to natural photosynthetic units, these clustered systems may be useful in a solar energy conversion scheme. The micelle experiments also demonstrate that the size of a small system can be determined by properly analyzing excitation transport data in terms of a finite volume theory. The application of this idea to polymer systems will allow detailed information about microscopic interactions in polymer blends to be obtained. These interactions are of critical importance because they determine bulk properties of the composite material. The determination of the chlorophyll transition dipole direction illustrates that an important intrinsic molecular property can be obtained from a carefully designed excitation transport experiment.

For many years scientists have recognized that electronic ex-
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cited-state transport processes provide detailed information about intermolecular interactions in condensed phases. The experiments discussed in this paper illustrate the additional utility of excitation transport for the investigation of molecular properties and the properties of large assemblies of molecules.
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The rotating ring-disk electrode (RRDE) technique has been used to investigate the photoproduction of H$_2$O$_2$ during water photoelectrolysis on n-TiO$_2$. In spite of the fact that hydrogen peroxide is a real intermediate product of water photoelectrolysis, it cannot be detected at the ring electrode under different working conditions of illumination intensity and disk potential. Part of the photogenerated H$_2$O$_2$ is believed to be photooxidized before diffusing away from the electrode. Probably a very small amount of H$_2$O$_2$, which is under the detection limit of the RRDE technique, is able to dissolve into the electrolyte. Mechanisms describing O$_2$ evolution via the photogeneration of H$_2$O$_2$, which are consistent with the observed RRDE results, are postulated.

Introduction

High efficiency and good stability against photocorrosion are two main requirements for a photoanode in photoelectrolysis of water. These conditions are fulfilled by both TiO$_2$ and SrTiO$_3$.

The stability of these materials appears to be due to the nature of their O$_2$ 2p$^6$ valence band (VB), whose edge is nearly 2 eV below the $E^\circ$(O$_2$/H$_2$O) redox level, which represents a high overvoltage for oxygen evolution. Besides, the charge transfer kinetics across the semiconductor (sc)–electrolyte interface seems to be specially favored in these materials, due to the mediation of bandgap surface states arising from the specific interaction of the sc surface with the aqueous electrolyte. However, little is known about the mechanisms of charge exchange between the sc and the electrolyte (OH$^-$ ions and/or H$_2$O molecules). At this point, an important question is whether O$_2$ is the only product of water photooxidation. The presence of H$_2$O$_2$ dissolved in the electrolyte has been taken by some as evidence that hydrogen peroxide is also a main product of water splitting.

---

*Present address: Laboratorio de Electrochimica, del CNR Corso Stati Uniti, 4, Padova, Italy.


