Vibrational Echo Studies of Myoglobin–CO
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The first picosecond infrared vibrational echo experiments on a protein, myoglobin–CO, are described. These vibrational dephasing experiments examine the influence of protein dynamics on the CO ligand bound to the active site of the protein at physiologically relevant temperatures. The experiments were performed with a mid-IR free electron laser tuned to the CO stretch mode at 1945 cm$^{-1}$. The vibrational echo results are combined with infrared pump–probe measurements of the CO vibrational lifetime to yield the homogeneous pure dephasing, the Fourier transform of the homogeneous line width with the lifetime contribution removed. The measurements were made from 60 to 300 K. The results show that the CO vibrational spectrum is inhomogeneously broadened, even at room temperature. Above the glycerol/water solvent’s glass transition temperature, $\sim$185 K, the temperature dependence can be fit as an activated process with $\Delta E \approx 1000$ cm$^{-1}$. Below 185 K, the pure dephasing displays a power low temperature dependence, $T^{-1.3}$. This temperature dependence is reminiscent of that associated with the properties of low-temperature glasses ($<5$ K) but is observed at much higher temperatures. A two-level system model of protein dynamics is considered. The nature of the temperature dependence and the mechanism of the coupling of the protein fluctuations to the CO vibrational transition energy are discussed.

I. Introduction

In this paper, we present the first vibrational echo experiments performed on a protein. The vibrational echo is a time domain experiment that measures the Fourier transform of the homogeneous vibrational line shape. By combining vibrational echo measurements with vibrational pump–probe lifetime measurements, the dynamical contributions to a vibrational transition can be elucidated. Previous optical coherence experiments performed on proteins examined the dephasing of electronic transitions. Because of the very rapid dephasing (broad homogeneous line widths) of electronic transitions, these experiments can only be performed at very low temperatures, i.e., a few degrees K. The vibrational echo experiments make it possible to use optical coherence methods to study protein dynamics at physiologically relevant temperatures.

From a vibrational absorption spectrum, it is not possible to determine if a line shape is inhomogeneously or homogeneously broadened. The vibrational echo makes the homogeneous line a direct experimental observable and, with lifetime measurements, permits the pure dephasing (energy level fluctuations) and the lifetime contributions to be separated. The experiments presented here were performed on the vibrational stretching mode of carbon monoxide (CO) bound to the active site of myoglobin (Mb).

Mb, a protein found in muscle tissue, is used in the storage and transport of dioxygen (O$_2$). It consists of a prosthetic group called protoheme [iron(II) protoporphyrin IX] embedded in a protein shell. The protein modifies the chemical reactivity of the Fe binding site, allowing Mb to function properly in a biological setting.

A substantial literature exists that explores the structure and binding kinetics of CO bound at the active site of Mb using a variety of techniques, including X-ray crystallography, $^{13}$C NMR, time-dependent visible optical spectroscopy, Raman spectroscopy, and linear mid-IR spectroscopy. Mid-IR spectroscopy of the CO stretching frequency has a demonstrated utility, supplying insights into how the structure of the protein modifies the nature of the binding site. When bound to Mb, the CO gas phase frequency is substantially red-shifted and separated into several distinct bands, which are labeled $A_0$–$A_3$ in order of decreasing carbonyl frequency. Although the intensity and widths of these bands are sensitive to temperature, mild pressure changes, and pH, their peak frequencies remain largely unchanged.

In general, methods such as IR spectroscopy and X-ray crystallography yield a wealth of information about the equilibrium structure of Mb–CO but can provide only indirect dynamical information. Room temperature proteins are dynamic. Molecular dynamics simulations of Mb suggest a flexible structure in constant motion rather than a rigid, scaffold-like structure. Such motions can be on a relatively small scale involving few of the constituent Mb atoms, such as the torsion of an amino acid residue, or they can be large-scale motions involving entire regions of the protein backbone. Simulations over a period of 300 ps indicate that Mb samples thousands of local energy minima of approximately equal energy, separated by barriers of varying height. These minima correspond to different conformational states of the protein. It has been proposed that this characteristic of proteins is analogous to the energy landscape in glasses.

In this paper, a detailed temperature-dependent vibrational echo study of the CO stretching mode of Mb–CO is presented. The experiments were conducted using a free electron laser as the source of tunable picosecond IR pulses. In addition to the echo measurements, the temperature dependence of the vibra-
tional lifetime was measured using IR pump–probe experiments. At the lowest temperature studied (60 K), the homogeneous line is dominated by the lifetime contribution ($T_1$), although the pure dephasing ($T^*_2$) still makes a measurable contribution. At all temperatures, the vibrational echo decays are exponential. Thus, the homogeneous line is Lorentzian in shape. By room temperature, the homogeneous line width arises are exponential. Thus, the homogeneous line is Lorentzian in

Although the pure dephasing ($T^*_2$) still makes a measurable contribution at all temperatures, the vibrational echo decays are exponential. Thus, the homogeneous line is Lorentzian in shape. By room temperature, the homogeneous line width arises from small amplitude conformational changes. These changes in protein conformation couple to the CO bound to the active site and cause the CO vibrational energy levels to fluctuate, giving rise to pure dephasing. The data are well fit by an activated process with an activation energy on the order of 1000 cm$^{-1}$. This activation energy is associated with potential barrier heights for protein conformational changes.

Below 185 K, the temperature dependence of the pure dephasing line width ($1/\pi T^*_2$) is a power law, $T^{-3}$. This temperature dependence is the same as that observed for electronic excited state dephasing$^{11}$ and heat capacities$^{12}$ in very low temperature ($<5$ K) glasses, where a tunneling two-level system (TLS) model is used to explain the data. However, this is the first time that a power law with such a small exponent has been observed for a pure dephasing process at such elevated temperatures. At higher temperatures ($>10$ K) in glasses, dephasing has either a $T^2$ or exponentially activated dependence on temperature, and heat capacities have a $T^3$ dependence. The observation of a $T^{-3}$ dependence for vibrational dephasing of Mb--CO may suggest a tunneling TLS process for the protein. Protein dynamics dominated by tunneling can be shifted to higher temperature because of high energy barriers for conformational changes induced by the rigid boundary condition imposed by the glassy solvent. This possibility is discussed in terms of a protein two-level system (PTLS) model.

The nature of the coupling of the protein fluctuations to the CO vibrational transition energy is also addressed. A model is suggested in which protein fluctuations modulate the heme electron density, causing fluctuations in the back-bonding (back donation of electron density from the heme π electron system to the CO $\pi^*$ antibonding molecular orbital). Fluctuations in back-bonding give rise to energy level fluctuations and thus $T^*_2$. Therefore, the vibrational echo experiments provide an observable for the communication of protein dynamics to a ligand bound to the active site of the protein.

**II. The Vibrational Echo Method and Experimental Procedures**

In disordered, condensed matter systems, in general, even a well-resolved vibrational line does not provide information on dynamics. Vibrational line shapes in condensed phases contain the details of the dynamic interactions of a normal mode with its environment. However, the line shape can also include essentially static, structural perturbations associated with the distribution of local configurations of the environment, i.e., inhomogeneous broadening. The IR absorption or Raman line shape represents a convolution of the various dynamic and static contributions, and contributions from inhomogeneous broadening cannot be eliminated.

The picosecond IR vibrational echo experiment is a time domain, nonlinear method that can extract the homogeneous vibrational line shape from inhomogeneously broadened lines.$^{1,6}$ The echo technique was originally developed as the spin echo in magnetic resonance in 1950.$^{17}$ In 1964, the method was extended to the visible optical regime as the photon echo.$^{18}$ Since then, photon echoes have been used extensively to study electronic excited state dynamics in many condensed matter systems. Recently, vibrational echoes have been used to examined vibrational dynamics in liquids and glasses.$^{1,6}$ For experiments on vibrations, a source of picosecond IR pulses is tuned to the vibrational transition of interest. The vibrational echo experiment involves a two-pulse excitation sequence. The first pulse places each molecule’s vibration into a superposition state, which is a coherent mixture of the $v = 0$ and $v = 1$ vibrational levels. Immediately after the first pulse, the vibrational dipoles oscillate in phase. Because there is an inhomogeneous distribution of vibrational transition frequencies, the individual dipoles oscillate with some distribution of frequencies. Thus, the initial phase relationship is very rapidly lost. This is the vibrational free induction decay. After a time, τ, a second pulse, traveling along a path making an angle $\theta$ with that of the first pulse, passes through the sample. This second pulse changes the phase factors of each vibrational superposition state in a manner that initiates a rephasing process. At time $\tau$ after the second pulse, the sample emits a third coherent pulse of light. The emitted pulse propagates along a path that makes an angle 2$\theta$ with the path of the first pulse. The third pulse is the vibrational echo. It is generated when the ensemble of microscopic dipoles is rephased at time $2\tau$.

The rephasing at $2\tau$ has removed the effects of the inhomogeneous broadening. However, fluctuations due to coupling of the vibrational mode to the environment cause the oscillation frequencies to fluctuate. Thus, at $2\tau$ there is not perfect rephasing. As $\tau$ is increased, the fluctuations produce increasingly large accumulated phase errors among the microscopic dipoles, and the intensity of the echo is reduced. A measurement of the echo intensity vs $\tau$, the delay time between the pulses, is called an echo decay curve. The Fourier transform of the echo decay is directly related to the homogeneous line shape.$^{19}$ An exponential vibrational echo decay corresponds to a Lorentzian line shape with a width, $\Gamma$, given by

$$\Gamma = \frac{1}{\pi T_2} = \frac{1}{\pi T^*_2} + \frac{1}{2\pi T_1}$$  \hspace{1cm} (1)

$T_2$ is the homogeneous dephasing time determined from the echo decay constant. $T_1$ is the vibrational lifetime determined from pump–probe experiments. Measurements of $T_2$ and $T_1$ permit the determination of $T^*_2$, the pure dephasing contribution to the line width. In liquids, there is an additional contribution from orientational relaxation.$^{16}$ However, in the experiments presented below, orientational relaxation does not occur on the time scale of the experiments because of the large size of the protein and the high viscosity of the solvent. This was confirmed with polarization selective pump–probe experiments. $T_2$ is determined from the vibrational echo decay signal, $S(\tau)$, given by

$$S(\tau) = S_0 e^{-4\tau/T_2}$$  \hspace{1cm} (2)
FEL pulse train consists of a macropulse of about 3 ms length repeating at 10–20 Hz, within which is contained a series of micropulses repeating at 11.8 MHz. Each micropulse has an energy of ∼1 µJ. These micropulses are transform-limited Gaussians. In the experiments, the pulse duration was ∼1.7 ps. The FEL frequency, tuned to 1945 cm⁻¹ for the experiments, is actively stabilized to within 2 × 10⁻²% of the center frequency. Both the autocorrelation and the spectrum are monitored continuously. Although the experiments were performed with an FEL, a source based on conventional lasers having similar characteristics may also be used.

A schematic describing the experimental apparatus used for the photon echo and pump–probe experiments is shown in Figure 1. In order to reduce the heating of the sample while retaining high peak power, single micropulses are selected from the macropulse at a reduced repetition rate of 60 kHz, using a germanium acousto-optic modulator (AOM). Each micropulse is split into two roughly equal parts to become the two input pulses in the vibrational echo sequence. One beam is sent through a motorized optical delay line after passing through a second AOM that chops it at 30 kHz. The chopping is used to do background subtraction. The two beams are subsequently focused to 100 µm diameter spots in the sample using off-axis paraboloidal mirrors. The energies of the two pulses at the sample are ∼250 and ∼150 nJ. For noncollinear input beams, phase-matching conditions cause the echo signal to emerge from the sample in a unique direction. A liquid nitrogen-cooled InSb detector is used to detect the echo signal. The entire apparatus is contained in a nitrogen purge box to remove the effects of atmospheric water absorption, thus increasing the total pulse energy at the sample as well as preventing any temporal pulse distortion effects.

The apparatus used for the pump–probe vibrational lifetime measurements is nearly identical to that used for the vibrational echo. Unlike the zero-background photon echo experiment, the pump–probe experiment requires accurate measurements of small changes in the probe amplitude. For this reason, the first AOM is used to pick two adjacent micropulses, instead of just one. These two pulses are highly correlated in amplitude, temporal width, and frequency due to the relatively high Q(30) of the FEL cavity. Ten percent of this beam is split off to become the probe beam. The remainder of the beam travels through the delay line and the second AOM, where the second of the two pulses is selected to become the pump pulse. These two beams are crossed in the sample. A fast, liquid nitrogen-cooled MCT detector is used to detect the individual micropulses of the probe beam. The amplitude of the first of the two probe pulses, which arrives prior to the pump pulse, is used as a reference for the second pulse. The signals from the two pulses are subtracted, and the results are recorded as a function of delay time.

The samples used for the experiments were wild type horse heart myoglobin—CO dissolved in a buffered pH = 7 glycerol/water (95%/5% w/w). The protein concentration of these samples is typical of that used in infrared experiments, but the glycerol concentration is greater than the 75%/25% solutions typically used. The greater glycerol concentration improved the optical quality of the solvent glass at low temperatures, which is desirable because light from the excitation pulses scattered by the solvent glass hinders detection of the echo pulse. The samples were prepared by slowly adding lyophilized myoglobin (Sigma) to 1 mL of pure glycerol with continuous stirring until the concentration of the solution was 15 mM. The frothy solution was then allowed to settle for a few hours. The solution was saturated with CO by bubbling gas through it. Then 50 µL of a solution of sodium dithionite in pH = 7 phosphate buffer, also saturated with CO, was added to reduce the protein to allow it to bind CO. The sample was placed inside a cell with CaF₂ windows, a path length of 125 µm, and a Mb–CO concentration of 15 mM. The sample cell was placed on the cold finger of a Janis helium flow cryostat. Temperature stability was better than ±0.5 K.

Photon echo and pump–probe measurements were made approximately every 20 K from 60 to 300 K. Careful studies of the power dependence of pump–probe lifetime measurements and vibrational echo dephasing measurements were made; in both experiments, the measured decay times were constant for all input intensities. The FEL micropulse with duration 1.7 ps has a corresponding spectral width of 8.6 cm⁻¹. Polarization selective pump–probe experiments demonstrated no dependence of the decay on the probe polarization. Therefore, orientation relaxation is unimportant on the time scale of the measurements.

III. Results and Discussion

Figure 2 displays an IR spectrum of Mb–CO in the vicinity of the CO vibrational absorption, taken at ambient temperature,
with 2 cm⁻¹ resolution. The upper panel shows a broad range of wavelengths. The enormous number of vibrational states associated with the protein and the solvent produce a significant background with an absorbance of ~1. The Mb–CO absorption appears as a smaller feature against this background. The lower panel shows an expanded view of the Mb–CO spectrum. The CO absorption is readily seen above the broad background. It has been shown this absorption spectrum can be decomposed into four subbands.⁸⁻⁹ The large peak in the lower panel (~1945 cm⁻¹) corresponds to the subband conventionally labeled A₁. The smaller peak (~1970 cm⁻¹) corresponds to the subband conventionally labeled A₀. The intensity at ambient temperature of the A₀ subband, relative to the A₁ subband, tends to increase as the viscosity of the solvent increases,⁸⁻⁹ and in this 95% glycerol solvent, the A₀ transition in this spectrum is more prominent than in the more usual 75% glycerol solutions. In previous vibrational echo experiments, a system was investigated with an essentially background free spectrum.¹ However, as shown below, it is possible to obtain high-quality vibrational echo data even from a system with a congested spectrum like Mb–CO. This is because the nonlinear nature of the method eliminates the background, which arises from a large number of weak transitions.

Figure 3 shows an echo decay taken at 80 K. The main figure is a linear plot. It can be seen that the signal-to-noise ratio is very good in spite of the large amplitude of the background in the spectrum. The inset displays a semilog plot of the data. The data fall on a straight line over 4 factors of e. Therefore, the decay constant could be determined within ±3% for the echo data and ±5% for the pump–probe data.

The temperature dependence of the vibrational echo decays as well as the pump–probe lifetime measurements were obtained from 60 to 300 K. Each decay curve was fit to an exponential using a Levenberg–Marquardt fitting routine.²⁰ For the high-temperature echo decays, the decay times are approaching the pulse width. Therefore, the data were fit to the convolution of a Gaussian and an exponential. Care was taken in each case to verify the stability of the fit, and for most temperatures, the decay constant could be determined within ±3% for the echo data and ±5% for the pump–probe data.
of the pure dephasing rate is much milder at low temperatures, with a break in the temperature dependence at ~185 K, which is approximately the glass transition temperature of the glycerol/water solvent. The low-temperature data fall precisely on a straight line, indicating that the temperature dependence is described by a power law, \( T^{-\alpha} \). The exponent of the power law can be obtained directly from the slope of the linear portion of the data, yielding \( \alpha = 1.3 \pm 0.1 \). A variety of functional forms were tried in the data analysis. The line through the data is a fit to the functional form of a power law plus an exponentially activated process,

\[
\frac{1}{T_2^*} = aT^{\alpha} + be^{-\Delta E/kT}
\]

(3)

Of the many functional forms that were tried, eq 3 is the only one that provides good agreement with the data. There are two ways to obtain a fit, and they yield distinctly different activation energies but the same power law exponent. One is to assume that both terms in eq 3 are active at all temperatures, \( T^{\alpha} \) and the activation energies but the same power law exponent. One is to assume that both terms in eq 3 are active at all temperatures, \( T^{\alpha} \) and the other assumes a change in mechanism at the solvent’s glass transition. If eq 3 is used as written, as the sum of the two functions, \( \Delta E = 1250 \text{ cm}^{-1} \). The activated process makes little contribution at the lower temperatures. However, the power law contributes 25% at room temperature. Therefore, there is no contribution from the power law at high temperature. Using this approach, the activated process fits the data with \( \Delta E = 800 \text{ cm}^{-1} \). It needs to be emphasized that, while eq 3 fits the data extremely well, it cannot be proven to be unique.

The data raise several important issues: 1. Why is there a change in the form of the temperature dependence near the solvent glass transition temperature? 2. What are possible explanations for the power law temperature dependence and the exponentially activated temperature dependence? 3. What is the mechanism that couples the protein fluctuations to the CO stretching frequency, causing the pure dephasing?

In the following discussion, some initial ideas and relevant information will be presented. It is not possible to provide definitive answers to the three questions that are proposed, but it is possible to indicate directions for constructive thought. After the discussion of the three questions, some future lines of research that should be fruitful in narrowing the possibilities will be described.

1. Change in the Form of the Temperature Dependence.

The helical chains that make up Mb can undergo both large-amplitude and small-amplitude motions under biological conditions. However, at low temperatures, below the solvent glass transition temperature, the glassy solvent provides a rigid boundary condition for the protein. This rigid boundary condition will suppress conformational changes that would change the shape of the protein surface. Molecular dynamics simulations have demonstrated a protein’s ability to sample thousands of minor conformational changes on fast time scales. These are classical, room temperature calculations. As discussed below, the low-temperature dynamics may involve tunneling. The simulations, nonetheless, demonstrate the existence of many conformations that involve only small structural changes. Once the temperature is raised above the glass transition temperature, the liquid solvent provides a much softer boundary condition. The softer boundary will facilitate more significant conformational changes that need not preserve the surface shape of the protein. It will lower barriers that are insurmountable in the rigid, glassy solvent. Recent experiments using other solvents, which will be presented subsequently, show that the change from a power law to an exponentially activated process follows the solvent glass transition temperature.

Evidence exists to support the supposition that Mb undergoes a transition, called the “slaved glass transition”, near the glass transition temperature of the solvent. Calorimetric measurements of Mb in glycerol/water, ethylene-glycol/water, and PVA indicate that the temperature at which this transition occurs, \( T_{sg} \), is generally a few degrees warmer than the glass transition of the solvent itself. Studies of CO to Mb rebinding kinetics, infrared line shape, and small molecule diffusion all imply a sharp change in dynamics occurring around \( T_{sg} \). The dynamics are characterized below \( T_{sg} \) by slow, markedly nonexponential time dependences, similar to effects seen in glasses, and, above \( T_{sg} \) by much faster kinetics. These experiments imply a change in the nature of the dynamics at \( T_{sg} \). It should be noted that experiments, such as rebinding kinetics, operate on a time scale of tens of microseconds to thousands of seconds, while the echo measurements are examining dynamics on the 10 ps time scale. The pure dephasing data does not show a sharp change near the slaved glass transition, but, rather, a change in the functional form of the temperature dependence.

2. The Temperature Dependence of the Pure Dephasing.

In the lower temperature range (from 60 to ~185 K), the pure dephasing line width has a temperature dependence of \( T^{-\alpha} \). This is reminiscent of the temperature dependence that has been observed for the pure dephasing of electronic transitions of molecules in low-temperature glasses using photon echo experiments. In low-temperature (from 0.1 to 10 K) glasses such as ethanol, glycerol, and PMMA, the pure dephasing line widths of dye molecules display temperature dependences of \( T^{\alpha} \), where the most common value for \( \alpha \) is 1.3, but \( \alpha \) ranges from 1.2 to 1.5 for various glasses. The similarity is so striking that it is worth discussing the nature of the model that gives rise to this temperature dependence. Comparing proteins to glasses has a significant history. The two basic hallmarks of a glassy system, the long-range disorder and the multiple energy minima, are found in protein systems as well. There exists experimental evidence that is used to support the comparisons. Measurements of the nonexponential time dependence of the rebinding kinetics of O2 and CO at low temperature were interpreted, early on, in terms of glassy behavior in proteins. Later, measurements found that the low-temperature (1 K) heat capacities of proteins mimic the near linear behavior of glasses. More recent measurements of the pressure and temperature dependence of
the mid-IR absorption bands of Mb–CO have shown nonexponential time dependence and non-Arrhenius temperature dependence of the pressure relaxation as a function of temperature.26 These observations have all been interpreted as evidence for a similarity between proteins and glasses.

Glasses are systems which, unlike crystals, possess no long-range translational or rotational order and are not in a state of thermodynamic equilibrium.27 Glass properties are determined by a combination of the dynamics of quasi-phonons (the disordered equivalent of phonons in a crystal) and by the additional dynamics introduced by the evolution of local glass conformations. Extensive experimental studies have clarified the differences between glasses and crystals.12 The heat capacity in a crystal obeys the Debye $T^3$ dependence at low temperature; in a glass, there is an additional term, approximately linear in temperature below a few degrees K. In a crystal, the thermal conductivity varies as $T^3$, while in a glass, the temperature dependence at low temperature is $T^2$. Several theoretical models have been developed to explain the various observations. However, the two-level system (TLS) model has enjoyed the most success.13

The possible local conformations of a glass are associated with an extremely complex, multidimensional potential surface. The TLS model simplifies the description of dynamics on this potential surface. The TLS model postulates that some atoms or molecules (or groups of atoms or molecules) can reside in either of only two minima of the local potential surface. Each side of the double-well potential represents a distinct local structural configuration of the glass. The bulk glass material contains an ensemble of these two-level systems, having a broad distribution of energy differences and tunneling parameters. At low temperatures, transitions occur via tunneling through the potential barriers or, at sufficiently high temperatures, by activation over these barriers. Thus, the complex potential surface is modeled as a collection of double-well potentials.

Using this simple physical picture, the TLS model simulates the rugged, multidimensional energy potential surfaces that exist in glasses. The agreement of the predictions of the theory with experimental data is striking; the model reproduces the temperature dependence of the heat capacity and thermal conductivity.

Optical dephasing of chromophores in low-temperature glasses is caused by the coupling of the optical centers to the TLS dynamics. When the TLS undergoes transitions via tunneling between the two wells, the associated changes in local structures cause the transition energy of a chromophore to fluctuate. Because there is a wide range of tunneling parameters, $\lambda$, and energy differences, $E$, between the sides of the two wells, there is a broad range of rates of transitions between the wells. This broad distribution of tunneling rates produces a broad range of rates of chromophore energy fluctuations. The temperature dependence of the electronic excited state pure dephasing line width measured in photon echo experiments on molecules in glasses at low temperatures can be calculated using the TLS uncorrelated sudden jump model.28 More complex models give similar results.29 It is found that the temperature dependence is

$$\frac{1}{T_2^*} = a T^\alpha \quad (4)$$

where $\alpha$ is determined by $P(E)$, the probability distribution for the TLS energy difference $E$. If $P(E)$ equals a constant, i.e., there is equal probability of all TLS splittings and the distribution of tunneling parameters is also flat, then $\alpha = 1$. In general, for

$$P(E) \propto E^\mu \quad (5a)$$

$$\alpha = 1 + \mu \quad (5b)$$

Therefore, the typical temperature dependence observed for electronic dephasing in the temperature range below 5 K indicates an almost flat distribution of TLS energy splittings and an essentially flat distribution of tunneling parameters. These distributions are consistent with the observed heat capacities, which are described by the same model and parameters.

Prior to discussing the vibrational dephasing of Mb–CO caused by protein fluctuations using the TLS model, which is analogous to the glassy TLS model, it is important to present the strong evidence that Mb–CO dephasing is not caused by the solvent.

For the solvent to cause dephasing, it must couple to the transition frequency of the CO. When molecules go from the gas phase to a condensed matter environment, there is a shift of the transition frequency. This is true of both electronic transitions and vibrational transitions. This shift is referred to as the solvent shift. Molecular interactions with the condensed matter environment are responsible for line broadening as well as the solvent shift. These two are closely related. The line broadening can be static, giving rise to an inhomogeneous line, or dynamic, giving rise to a homogeneous line. In either case, variations in the solvent shift cause line broadening.

In Mb–CO, the nature of the solvent itself has little effect on the CO vibrational transition frequency. The Mb–CO transition frequency is virtually identical whether the solvent is water (1944 cm$^{-1}$),75% glycerol/water (1945 cm$^{-1}$), poly(vinyl alcohol) (1946 cm$^{-1}$), trehalose (1945 cm$^{-1}$), or a Mb crystal (1946 cm$^{-1}$). These values are all within the error of the determination of the peak center. The solvent shift is unaffected by the medium surrounding the protein even when the change is from a liquid solvent to a protein crystal. In contrast, the frequency difference between the Mb–CO $A_0$ and $A_1$ lines is 25 cm$^{-1}$. This difference is caused by a change in the distal histidine. Changes in the protein structure have a major influence on the transition frequency while changes in the solvent have a negligible influence. This leads to the reasonable conclusion that fluctuations of the protein structure will cause homogeneous dephasing while fluctuations of the solvent structure will not. Of course, the solvent provides a heat bath and a boundary condition that are intimately involved in the protein fluctuations and the dephasing, but the argument made above strongly supports the idea that the dephasing does not arise from direct coupling of the solvent dynamics to the CO transition frequency.

The TLS properties of glasses are only manifested at very low temperatures. In the 60–185 K temperature range under discussion, TLS dynamics are overwhelmed by the quasi-phonon dynamics of a glass.11,31 The barrier heights in glasses are too low for the dynamics to still involve tunneling processes at the elevated temperatures of these experiments,31 and it is tunneling that gives rise to the power law temperature dependence with $\alpha \approx 1$.

The experiments that are most directly comparable to those presented in this paper are vibrational echo measurements conducted on the asymmetric CO stretching mode (1980 cm$^{-1}$) of W(CO)$_6$ in three liquid/glass solvents, 2-methylpentane, 2-tetrahydrofuran, and dibutyl phthalate.16 While W(CO)$_6$ is not the same as CO bound to Fe–heme, the experiments provide vibrational dephasing information for a CO stretching mode of a metal carbonyl in glassy solvents in the same temperature
range as the Mb–CO experiments. Although the three glasses are quite different from each other, W(CO)$_6$ vibrational dephasing has an identical $T^2$ dependence in all three. The $T^2$ temperature dependence is consistent with a dephasing mechanism that occurs in glasses at high temperatures. It arises in the high-temperature limit from activation over potential barriers. It is a two-phonon scattering process in which one phonon is annihilated to take the system above a barrier and a second phonon is created when the system relaxes into the other side. In inorganic glasses, optical dephasing of electronic states at elevated temperatures is also observed to have a $T^2$ temperature dependence.

This is the hallmark of activation over barriers at high temperatures, rather than tunneling. W(CO)$_6$ vibrational dephasing was also studied above the glass transition temperature. There is a very sharp increase in the slope of the temperature dependence at the glass transition temperature. However, unlike the results presented here, the temperature dependence for W(CO)$_6$ vibrational dephasing in 2-methylpentane liquid is not exponentially activated, but rather obeys a Vogel–Tamann–Fulcher (VTF) equation. The VTF equation has the form

$$ f(T) = \beta e^{-Dh(T-T^*)} $$

where $f(T)$ is a temperature-dependent quantity, in this case the pure dephasing time, and $T^*$ is a critical temperature. The functional form is much steeper than an activated process since it diverges at the glass transition temperature. It was found that a VTF form cannot fit the data in Figure 4, regardless of the choice of parameters. It is far too steep.

Thus, vibrational dephasing of a metal carbonyl in glass forming liquids has a temperature dependence that is much steeper both in the glass and in the liquid than the Mb–CO dephasing over the same temperature range. The observed differences help confirm that the vibrational pure dephasing of Mb–CO is caused by protein fluctuations rather than direct coupling to the solvent dynamics.

The $T^1.3$ pure dephasing temperature dependence of Mb–CO in the lower temperature portion of Figure 5 is consistent with a tunneling TLS model of the protein. To apply a protein-tunneling TLS model requires describing the ensemble of protein molecules in the following manner. A protein in the ensemble is a nonequilibrium system with many possible conformations. Conformational changes can be viewed as occurring via motion on a multidimensional potential surface. Such a surface has frequently been referred to as the energy landscape. Three types of dynamics can occur. Motions that do not move the system from one point to another on the surface are vibrations. These can be high-frequency vibrations of small groups such as a C–H stretch or low-frequency motions that involve larger sections of the protein backbone. These motions are fluctuations about a local minimum on the surface. They do not change the protein conformation. Other motions move the system from one point on the energy landscape to another. These are conformational changes and can occur via tunneling through a potential barrier from one minimum to another, or they can occur by activation over a barrier. In either case, the system will pass from one local minimum to another.

If the system is in one local minimum of the multidimensional potential surface, at relatively low temperature the vast majority of the barriers to movement to other minima may be so high that both tunneling through or activation over the barriers is impossible. However, from this point on the landscape there may be one other conformation that can be reached by tunneling. The TLS model represents this complex potential surface as a collection of double well potentials. There is a broad distribution of differences in energy $E$ between the two sides of the double wells. Each side of a double well represents a conformation on the energy landscape. There is also a distribution of barrier heights $V$ and tunneling parameters $\lambda$. In this case, as an inverted parabola, the probability of tunneling decreases with increased barrier $V$, with $\lambda = d(2mV/\hbar^2)^{1/2}; d$ is the distance through the barrier, and $m$ is the mass. The tunneling TLS model describes the fluctuations in protein conformations as tunneling between the two sides of the PTLS. There are many PTLSs, and each transition of a particular PTLS represents a specific conformational change of the protein.

Although activation does not occur over barriers, the thermal energy of the protein still plays a role because the two sides of the PTLS, in general, have different energies. To move from the low-energy side to the high-energy side requires the absorption of a phonon from the protein. To move from the high-energy side to the low-energy side requires emission of a phonon. In the protein, the continuum of very low frequency vibrations serves the role of the phonon continuum in a glass.

Since there are many PTLSs in each protein, there are many conformational fluctuations occurring with a distribution of rates, $P(R)$, determined by the distributions of $E$ and $\lambda$, i.e., $P(E)$ and $P(\lambda)$. The tunneling PTLSs that were active because $E$ was too large to become active. Fluctuations in the protein structure, which correspond to transitions between sides of the PTLS, are coupled to the vibrational frequency of the CO. These fluctuations in structure cause fluctuations in the vibrational frequency, giving rise to pure dephasing.

In a protein, there will be a large number of PTLSs each undergoing jumps between two states. If these jumps are uncorrelated, i.e., a transition in one PTLS does not influence the probability of a transition in another PTLS, then theoretical work developed to describe dynamics in low-temperature glasses can be applied to the vibrational dephasing problem in Mb–CO. In the context of the uncorrelated sudden jump model, from eqs 4 and 5, the observed $T^1.3$ temperature dependence implies that $P(E) \propto E^{0.3}$.

This is a very flat distribution of energies. The TLS model of the Mb protein indicates that the protein has an energy landscape on which conformational changes occur via tunneling, and the distribution of energy differences between conformations is very broad and almost flat. The tunneling rate must be sufficiently fast to cause vibrational pure dephasing on a 10 ps time scale. The essentially flat energy landscape does not have to extend over all energies to be consistent with the data. PTLSs with energies splittings greater than ~2 kT contribute little to the dephasing. Thus, there can be a deviation from $E^{0.3}$ or even a cut off at high energy which will not influence the observed temperature dependence. Furthermore, there can be a distribution of very low energy barriers that will not come into play. Electronic dephasing experiments conducted on heme proteins at very low temperature (2 K) have been interpreted in terms of very low barriers to structural changes. In the current experiments, such a set of barriers will be so low in energy that they do not impose constraints on the dynamical motions in the 100 K range. The set of low barriers can be viewed as slight roughness of the bottoms of the potential wells that are involved in the dynamics at higher temperatures. The low-temperature and high-temperature results suggest there is a set of very low barriers involved in the very low temperature dynamics and a set of relatively high barriers that is involved in the higher temperature dynamics and a gap in between. If
the distribution of barrier heights were continuous, then, at the elevated temperatures of these experiments, a significant amount of the conformational dynamics would involve activation over the intermediate barriers. Such a situation is inconsistent with the PTLS model that gives rise to the observed $T^{1.3}$ temperature dependence.

The PTLS model of the Mb protein is consistent with molecular dynamics simulations which show many conformational transitions occurring on a picosecond time scale.¹⁰ However, the simulations are classical and at high temperature. They do not address the question of tunneling. Nonetheless, they do indicate a complex energy landscape with many local minima, a prerequisite for the PTLS model.

Within the context of the uncorrelated sudden jump model of vibrational dephasing, two other restrictions are placed on the system to be consistent with the experimental data.²⁸ As shown in Figure 3, the vibrational echo data decay exponentially. To obtain the observed temperature dependence and an exponential decay requires that the coupling of the PTLS to the CO vibrational transition frequency falls off as $1/r^3$, where $r$ is the distance of a PTLS to the CO or probably the heme (see below). Also the distribution of PTLS fluctuation rates, $P(R) \propto 1/R$, where $R$ is the rate of fluctuation (jumps).²⁸ Other theoretical descriptions of TLS dynamics and optical dephasing in low-temperature glasses place similar restrictions on the coupling and rate distribution.²⁹ Dipolar coupling and a $\sim 1/R$ fluctuation rate distribution are believed to occur in glasses at low temperatures. A theoretical investigation is currently in progress to determine if a less restrictive, non-PTLS model of protein fluctuations can account for the observed power law temperature dependence.³⁵ This model still involves an energy landscape with a broad distribution of barriers and transitions among a limited set of protein conformations, but it does not require a specific coupling mechanism or a $1/R$ distribution of fluctuation rates.

Above the solvent glass transition temperature, the vibrational pure dephasing line width appears to be exponentially activated. As discussed above, the change in the temperature dependence may be attributed to the softening of the boundary condition placed on protein motions by the solvent. The rigid glass boundary may permit only conformational changes that preserve the surface shape of the protein. When the solvent is a liquid, protein conformational changes that involve changes in the surface shape become possible. Barriers to conformational change that were insurmountable with the rigid glassy boundary condition become lower when the solvent is a liquid. The result is a distinct change in the energy landscape. Conformational changes that were impossible below the solvent glass transition can occur via activation over barriers. The activated conformational changes can replace the $T^{1.3}$ process as the dominant mechanism for protein fluctuations. The activated process does not arise from excitation of a particular vibrational mode of the protein since the break in the functional form of the temperature dependence tracks the glass transition temperature when the solvent is changed.²²

As discussed above in connection with the fit of the data to eq 3, it is not possible to determine if there is a change from the $T^{1.3}$ mechanism to activated barrier crossing or if the power law portion persists to high temperatures. If the activated pathways involve conformational changes that cannot occur by tunneling, then the number of tunneling events per unit time will decrease and possibly become unimportant. Therefore, there is a range of possible activation energies that fall between $\Delta E = 1250$ cm$^{-1}$ (power law continues to high temperature) and $\Delta E = 800$ cm$^{-1}$ (power law unimportant at high temperature). The net result is that $\Delta E \approx 1000$ cm$^{-1}$, but this number is uncertain to several hundred cm$^{-1}$. Since the activated temperature dependence is observed over a relatively narrow range of temperature, the single activation energy could actually represent a distribution of $\Delta E$ values. It is important to emphasize that only those structural changes that influence the CO vibrational energy are manifest in the vibrational echo pure dephasing temperature dependence.

3. Mechanism of Coupling Protein Fluctuations to the CO Vibrational Frequency. Vibrational pure dephasing is caused by fluctuations in the vibrational transition energy.³⁰ For protein conformational changes to cause pure dephasing there must be a mechanism that couples the protein dynamics to the CO vibrational energy.

In the literature of the vibrational spectroscopy of CO bound to metalloporphyrins, model hemes, myoglobin, and mutant myoglobins, it is well established that static shifts in the vibrational frequency of the CO stretch are caused by changes in back-donation of electron density from the extended metal−macrocycle $\pi$ system to the CO $\pi^*$ antibonding molecular orbital.³⁶ The back-donation is referred to as back-bonding. The $\pi$ system of the macrocycle is a superposition of the metal $d_{\pi}$ and ring nitrogen and carbon $p_{\pi}$ orbitals. Electron density is transferred to the empty CO $\pi^*$ orbital. Electron density in the $\pi^*$ orbital reduces the strength of the CO bond and, therefore, lowers the vibrational frequency. In model compounds, when Fe is replace by Ru, and then by Os, the vibrational frequency shifts progressively to lower energy.³⁷ As the metal atom becomes larger, the $d$ orbitals are larger and more diffuse, resulting in more back-bonding. Changes in substituents on the porphyrin are also correlated with changes in back bonding and frequency shifts. In Mb and mutant Mb’s, changes in particular amino acids influence back-bonding via changes in local electric fields that influence the macrocycle electron density and therefore the back-bonding.⁵

Recently, back-bonding has been shown to be intimately involved in CO vibrational lifetime dynamics in model hemes and in Mb and mutant Mb’s.³⁷,³⁸ The vibrational lifetimes of CO bound to 37 model compounds and 7 Mb’s were found to be related to the vibrational frequency of the CO. As the frequency shifts to the red, the rate of vibrational relaxation becomes larger. The relationship between frequency and relaxation rate is essentially linear. A 3% change in vibrational frequency results in an approximately 3-fold change in the vibrational relaxation rate. As the back-bonding increases, the coupling of the CO to the heme increases, and the vibrational relaxation rate increases.

Static changes in back-bonding cause changes in the CO vibrational frequency and cause changes in the vibrational lifetime. Therefore, we propose that the basic mechanism for the Mb−CO vibrational pure dephasing involves fluctuations in the back-bonding. Fluctuations in back-bonding will cause fluctuations in the CO vibrational frequency just as static changes in back-bonding cause static shifts in the CO energy. We suggest two possible paths by which fluctuations in protein structure influence the back-bonding and, therefore, cause the vibrational pure dephasing. One we term the electric field mechanism and the other, the mechanical mechanism.

The electric field mechanism depends on the fact that the heme−CO subsystem is surrounded by the protein, which contains polar groups, e.g., the distal histidine. Fluctuations in the protein conformation will produce time varying electric fields at the heme. These time dependent fields will in turn cause modulations of the macrocycle electron density distribution. The time-dependent variations in electron density will cause fluctua-
tions in the back-bonding and, therefore, CO vibrational transition frequency fluctuations, i.e., pure dephasing.

The mechanical mechanism involves the fact that the heme—CO subsystem is coupled to the protein by only one covalent bond. The proximal histidine, which is the ligand bound to the metal on the opposite side of the heme from the CO, makes the only covalent bond to the protein. From CO photodissociation experiments, it is known that movement of the Fe out of the plane of the macrocycle is mechanically coupled to the protein through the proximal histidine. In the mechanical pure dephasing mechanism, as the protein undergoes conformational fluctuations, the proximal histidine, like a piston, pushes and pulls the Fe in and out of the plane of the heme ring system. The Fe motion produces modifications of the system’s electron density distribution. The electron density fluctuations will, in turn, cause the back-bonding to fluctuate and therefore induce pure dephasing.

Both of the proposed mechanisms involve protein conformational motions that modulate the heme back-bonding. Both mechanisms provide the coupling between the protein motions and the CO vibrational transition energy necessary to cause pure dephasing. At this time, it is not possible to determine which of the mechanisms is dominant. However, it should be possible to address the nature of the mechanism in the future by performing temperature-dependent vibrational echo experiments on a mutant Mb in which the proximal histidine is removed and replaced by a ligand not covalently bonded to the protein and on a mutant Mb in which the distal histidine is replaced with valine. Changes in the pure dephasing of the mutants will provide insights into the coupling mechanism.

IV. Concluding Remarks

In this paper, we have described the first application of vibrational echoes to the study of protein dynamics. The vibrational echo experiment makes it possible to remove the inhomogeneous broadening from a vibrational spectrum and obtain the dynamical information contained in the homogeneous spectrum. Using the Stanford FEL as a source, we have performed vibrational echo and lifetime relaxation measurements on CO bound to the active site of myoglobin. Combining the results of the two types of experiments, we have obtained the pure dephasing time, $T_2^\text{a}$, at a series of temperatures from 60 K to room temperature. $T_2^\text{a}$ is a measure of the vibrational energy fluctuations induced by conformational fluctuations of the protein. It is found that the CO vibrational line is inhomogeneously broadened at all temperatures including room temperature. Thus, even at room temperature, the ensemble of protein molecules exists in a distribution of conformational substates that interconvert slowly compared to the 10 ps time scale of the echo experiments.

At low temperatures, the pure dephasing contribution to the homogeneous line width increases as a power law, $T^{1.3}$. Above the solvent glass transition temperature, the temperature dependence becomes exponentially activated. The change in the functional form of the temperature dependence is attributed to the softening of the boundary condition imposed on protein chain motions when the solvent (glycerol/water) becomes liquid. This view will be tested in subsequent experiments by using other solvents with different glass transitions temperatures. A protein two-level system (PTLS) model of protein dynamics, equivalent to the TLS model of glasses, was discussed. The characteristics of protein dynamics required to give rise to the observed temperature dependence are described in the context of the PTLS dynamics. This model places considerable restrictions on the nature of the protein dynamics if all observations are to be explained. A theoretical investigation is in progress to determine if a less restrictive model, which does not involve PTLS dynamics, can reproduce the observed results.

A general mechanism was proposed to explain how conformational fluctuations of the protein couple to the vibrational transition energy to cause pure dephasing. It is known that static changes in heme back-bonding to the CO antibonding $\pi^*$ molecular orbital result in changes in the transition energy of the CO vibration. It was proposed that protein conformational fluctuations cause fluctuations in the back-bonding and, therefore, cause pure dephasing. Two possible mechanisms through which the protein conformational fluctuations can cause modulation of the back-bonding were put forward. One is how protein induced fluctuating electric fields influence the heme, and the other is how protein induced fluctuations of the proximal histidine position causes structural perturbations of the heme. Future experiments will address these mechanisms by performing vibrational echoes on mutant Mb’s.

These first vibrational echo experiments on proteins have provided a new method for examining protein dynamics at biologically relevant temperatures and have already yielded some intriguing insights into how protein dynamics are transmitted to the active site of myoglobin. The vibrational echo is the new IR vibrational analog of the spin echo of NMR. The advent of the spin echo in 1950 ushered in a new dimension in magnetic resonance spectroscopy. The spin echo is the simplest coherent pulse sequence in magnetic resonance, yet it is the precursor to all of the important pulse sequences that are now used routinely in magnetic resonance. Without coherent pulse sequences, NMR would not be the powerful probe of structure and dynamics that it is today. As the spin echo did for NMR, the vibrational echo is expanding scope of IR vibrational spectroscopy.
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