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I. INTRODUCTION

Molecular vibrational modes can be used to investigate the electric fields impinging on a molecule by observing vibrational frequency shifts that arise from the vibrational Stark effect (VSE).1–6 These vibrational frequency shifts are useful for distinguishing between different chemical environments, as well as for studying the influence that electric fields have on chemical and biological processes.7–11 The VSE has been used to study electric fields in enzymes,5,12–15 polymers,16 liquids,17,20–25 and interfaces.17

The vibrational Stark effect is composed of a first-order component that results from the molecule’s permanent dipole moment, and a much weaker second-order component that arises from its polarizability.26 For a first-order Stark effect to exist, the molecule must have a nonzero permanent dipole moment that is not orthogonal to the vibrational mode of interest.1 When a first-order Stark effect occurs, the second-order contribution is generally negligible and usually not considered.26 The experiments and theory presented below study nitriles, which have well-documented, large first-order Stark effect contributions,1,26,27 and elucidate new aspects of the VSE. While we only focus on the study of nitriles, our results are general. Nitriles are useful as vibrational probes because they typically display a single vibrational mode; they have moderately large transition dipoles, which yield reasonable signal amplitudes for linear and nonlinear infrared spectroscopy experiments,28 and have relatively large solvatochromic shifts that permit the study of environment specific dynamics.27

While VSE research has focused on understanding electric field-dependent vibrational frequency shifts, the effect that these have on the line widths, and other possible contributions, has not generally been considered. Moreover, VSE has been studied and used in a variety of applications with linear absorption spectroscopy,1,28,29 where the relevant energy levels are the vibrational ground state, $|0\rangle$, and first vibrational
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.abstract: A vibration’s transition frequency is partly determined by the first-order Stark effect, which accounts for the electric field experienced by the mode. Using ultrafast infrared pump–probe and FT-IR spectroscopies, we characterized both the $0 \rightarrow 1$ and $1 \rightarrow 2$ vibrational transitions’ field-dependent peak positions and line widths of the CN stretching mode of benzonitrile (BZN) and phenyl selenocyanate (PhSeCN) in ten solvents. We present a theoretical model that decomposes the observed line width into a field-dependent Stark contribution and a field-independent non-Stark solvent coupling contribution (NSC). The model demonstrates that the field-dependent peak position is independent of the line width, even when the NSC dominates the latter. Experiments show that when the Stark tuning rate is large compared to the NSC (PhSeCN), the line width has a field dependence, albeit with major NSC-induced excursions from linearity. When the Stark tuning rate is small relative to the NSC (BZN), the line width is field-independent. BZN’s line widths are substantially larger for the $1 \rightarrow 2$ transition, indicating a $1 \rightarrow 2$ transition enhancement of the NSC. Additionally, we examine, theoretically and experimentally, the difference in the $0 \rightarrow 1$ and $1 \rightarrow 2$ transitions’ Stark tuning rates. Second-order perturbation theory combined with density functional theory explain the difference and show that the $1 \rightarrow 2$ transition’s Stark tuning rate is $\sim 10\%$ larger. The Stark tuning rate of PhSeCN is larger than BZN’s for both transitions, consistent with the theoretical calculations. This study provides new insights into vibrational line shape components and a more general understanding of the vibrational response to external electric fields.
This paper is organized as follows. We describe the first-order Stark effect in Section II. Section III contains the experimental, theoretical, and computational methods used in this study. In Section IV.A, we discuss the origin of a pump–probe signal and the canonical interpretation of its features, and in Section IV.B, experimental evidence of distinct behavior in the signal of BZN compared to that of PhSeCN is presented. The field-dependent CN vibrational frequencies and line widths of both molecules in the $0 \rightarrow 1$ and $1 \rightarrow 2$ transitions are presented and discussed in Section IV.C. In this section, we discuss deviations from linearity in the vibrational frequency shifts for high $E$-fields, observe an anomalously large and field-independent line width in BZN, and identify field-independent solute–solvent interactions as the physical root cause for these observations. In Section IV.D, a convolution model is used to decompose the vibrational frequencies and line widths into VSE and NSC components. We show that a linear field-dependent VSE cannot account for the experimental results, and that the NSC is necessary across all solvents. Additionally, we show that the NSC magnitude overwhelms the line width in BZN and that it increases for the $1 \rightarrow 2$ transition. Finally, in Section IV.E, density functional theory and second-order perturbation theory are used to show that the Stark tuning rate is greater for the $1 \rightarrow 2$ transition compared to the $0 \rightarrow 1$, but the effect is not large enough to account for the experimental observations listed above.

II. BRIEF DESCRIPTION OF THE FIRST-ORDER STARK EFFECT

For the hypothetical case of a molecule in a condensed phase system that is isolated from solvent electric fields, the vibrational mode of interest would have a frequency $\omega_0$, the zero-field vibrational frequency. This frequency is not the gas phase frequency as there are intermolecular interactions with the solvent that are not due to the solvent’s electric field, such as van der Waals and repulsion interactions. While this concept has been explored in the past in the context of predicting $0 \rightarrow 1$ vibrational frequency shifts in H-bonding protein environments, where it was shown that a simple Coulombic interaction is not sufficient to describe experimental results, no study that includes higher-energy transitions exists.

When the molecule is under the influence of an electric field, its electronic potential is changed. The electric field interaction shifts the ground and first excited vibrational states by different extents and causes the transition frequency of the vibrational mode to shift linearly with the field magnitude as

$$\omega = \Delta \mu \cdot E \ + \omega_0$$

(1)

Here, $\Delta \mu$ is the dipole moment difference vector in Debye (D) of the two states that give rise to the observed transition, and $E$ is the electric field impinging on the molecule. The dipole moment difference vector, also known as the Stark tuning rate, determines the sensitivity of the vibrational mode to the electric field. It originates from the difference in projection magnitude of the molecule’s dipole moment vector onto the bond axis of the mode under study for the two energy levels involved in the transition.

The Onsager reaction field model is used to quantify the solvent’s electric field magnitude. In this model, the vibrational probe molecule occupies a spherical cavity with
an electric field magnitude equal to the average electric field generated by the solvent, which is given by32

\[ E = \frac{\tilde{\mu}_0}{4\pi\varepsilon_0 a^3} \left( \frac{2(\varepsilon - 1)(n^2 + 2)}{3(2\varepsilon + n^2)} \right) \]  

where \( a \) is the radius of the solvent cavity (related to the vibrational probe's molecular weight and density), \( \tilde{\mu}_0 \) is the permanent molecular dipole moment in the ground state, \( \varepsilon_0 \) is the permittivity of free space, \( \varepsilon \) is the static dielectric constant of the solvent, and \( n \) is the refractive index of the probe molecule.

A determination of the Stark tuning rate is performed by measuring the absorption spectra of the vibrational mode in a series of non-hydrogen-bonding solvents of varying static dielectric constant. Equations 1 and 2 are then combined to relate the observed vibrational frequencies (peak frequencies) of the mode to the average electric field magnitude of the solvent. The slope of a linear regression (eq 1) of a plot of frequency vs field provides the Stark tuning rate of the vibrational mode.1 The intercept at zero field is \( \omega_0 \). In subsequent sections, we recreate this type of calibration for BZN and PhSeCN in 10 solvents and show that the simple relation described by eq 1 is not sufficient to replicate the experiments. Further, we decompose the vibrational frequency shifts as well as the line widths into Stark and NSC contributions.

III. EXPERIMENTAL PROCEDURES

III.A. Fourier Transform Infrared (FT-IR) Spectroscopy. PhSeCN and BZN probe molecules were dissolved in a series of non-hydrogen-bonding solvents of varying polarity at a concentration of 250 and 100 mM, respectively. Each solution was placed in a copper sample cell with two calcium fluoride (CaF2) windows separated by a 250 \( \mu \)m Teflon spacer. The linear infrared absorption spectrum of the CN stretch of PhSeCN and BZN in each sample was collected using a resolution of 0.24 cm\(^{-1}\) (see Section S5). Background subtraction was performed by collecting the probe-free absorption spectrum of each solvent and subtracting it from the corresponding spectrum of the sample with the probe.

III.B. Excited State Spectrum. The spectrum of the transition between the (11) and (22) vibrational levels was collected using an ultrafast infrared spectrophotometer. The details of an analogous instrument have been published previously.34

Briefly, a Ti:sapphire oscillator seeded regenerative amplifier pumped an optical parametric amplifier to generate 4.6 \( \mu \)m pulses (30 \( \mu \)J and 3 kHz repetition rate). The 4.6 \( \mu \)m pulses had a bandwidth of 100 cm\(^{-1}\) and were near transform-limited. The mid-IR was tuned to be resonant with the vibrational frequency of the CN stretch of the probe of interest.

The IR pulse was split into a strong pump pulse (\(~90\%\) intensity) and a weak probe pulse (\(~5\%\) intensity). The pump was passed through a germanium acousto-optic modulator (AOM), which was used to block the frequencies of light resonant with the nitrile stretch in every other pump pulse.35 Pump and probe pulses overlapped in the sample, and their separation in arrival time was controlled with a mechanical delay stage. The probe pulse with parallel polarization relative to the pump was directed into a single-element mercury–cadmium-telluride (MCT) detector through a monochromator. The monochromator was scanned over a 60 cm\(^{-1}\) range in steps of 0.25 cm\(^{-1}\) to record the spectrum of the nonlinear signal. The pump–probe spectra were recorded with a single delay time close to zero, as the spectrum, not its time dependence, was of interest.

III.C. Density Functional Theory (DFT) Calculations. Geometry optimization of the PhSeCN and BZN structures was performed using Gaussian 09 with functional B3WP91 and basis set 6-311G (2df, p). This level of theory was used because it has been found to yield accurate vibrational energies, especially for seleno-organic compounds.36,37 Geometry optimization was performed using a tight convergence criterion and a superfine integration grid. A subsequent vibrational frequency calculation was performed on both molecules using a Gaussian 09 built-in anharmonic correction function on the CN symmetric stretch normal mode.38,39 It was confirmed that the level of theory used yields vibrational frequencies for the CN stretch fundamental that are only 3.4% higher than the experimental values for both PhSeCN and BZN (see Section S1).

A relaxed potential energy surface (PES) calculation was performed to stretch and compress both PhSeCN and BZN along the CN stretching normal mode over a range of \( \pm 0.2 \) \( \AA \) from the equilibrium position in steps of 0.01 \( \AA \). The molecular dipole moment was computed at each step of the calculation to obtain a displacement-dependent molecular dipole curve. Using the Cartesian coordinates of the atoms at every optimized structure of the calculation, the projection of the permanent molecular dipole moment vector onto the CN bond axis was calculated to obtain a displacement-dependent permanent dipole moment projection curve. Finally, Mulliken charges of all atoms were computed for every optimized geometry to obtain the flow of charge across the structures as a function of molecular displacement (see Section S7).

IV. RESULTS AND DISCUSSION

IV.A. Origin of the Pump–Probe Signal. Figure 1 shows a schematic representation of a pump–probe signal (right) and of the vibrational transition processes involved in generating it (left). The pump–probe signal is generated using two mid-infrared ultrashort laser pulses. The mathematical details of the

![Figure 1](https://example.com/figure1.png)
origin of this signal are well-established. Here, the origin of the signal is discussed qualitatively. The strong pump pulse (red solid arrow) excites an anisotropic distribution of molecules in the sample from the ground state, (0), to the first excited vibrational state, (1). As a result, the population in (0) is diminished, and the population in (1) is created. The probe pulse impinges on the sample at a later time, \( \tau \), and experiences three different processes. The first process (A) is a decreased absorption as molecules excited by the pump no longer absorb light at the \( 0 \rightarrow 1 \) frequency. Additionally, because the pump creates population in (1), the probe pulse also induces stimulated emission (B) from (1) to (0), which amplifies the probe intensity at \( \omega_{10} \). Both A and B processes contribute to increasing transmission through the sample and result in a net positive-going signal for the \( 0 \rightarrow 1 \) transition (Figure 1, right panel). Additionally, upon arrival of the probe pulse, excited state absorption (C) occurs with molecules in (1) excited to (2). This process is a new absorption, and it occurs at the frequency of the vibrational transition from (1) to (2), \( \omega_{12} \). A new absorption decreases transmission, and it results in a negative-going feature, the \( 1 \rightarrow 2 \) transition (Figure 1, right panel). The two transitions are separated in frequency by the anharmonicity of the vibrational mode. The intensity of the contribution of each process to the signal amplitude is determined by the transition dipole strength of the molecule. In the harmonic approximation, the transition dipole of the \( 1 \rightarrow 2 \) transition is \( \sqrt{2} \) larger than the \( 0 \rightarrow 1 \) transition. Once the pump pulse has created population in the (1) state, the probe signal depends on the square of the transition dipole. There are two pathways for the \( 0 \rightarrow 1 \) transition signal (A and B on the left side of Figure 1), but only one pathway for the \( 1 \rightarrow 2 \) transition signal. However, the \( 1 \rightarrow 2 \) transition signal is twice as big as a single \( 0 \rightarrow 1 \) transition pathway. The net result is that the signals for the two transitions are identical in magnitude but opposite in sign as shown in the right panel of Figure 1. Since the two signals originate from the same subensemble of molecules selected by the pump pulse, in the simplest situation, the two line shapes for the \( 0 \rightarrow 1 \) and \( 1 \rightarrow 2 \) transitions would be identical. It will be shown in subsequent sections that the line shapes of the two transitions are not and should not be expected to be identical, and the physical origin of this effect is discussed. It is important to note that the \( 0 \rightarrow 1 \) pump–probe spectrum is delay-time-independent and is identical to the \( 0 \rightarrow 1 \) FT-IR spectrum.

IV.B. Line Shapes in Benzonitrile and Phenyl Selenocyanate. Figure 2A shows the pump–probe signal of the CN stretching mode of PhSeCN and BZN in dimethylformamide (DMF) fitted with Gaussian functions. A Gaussian functional form quantitatively reproduces the experimental data and demonstrates that the main broadening mechanism in these systems is inhomogeneous in nature. The center frequencies of the \( 0 \rightarrow 1 \) and \( 1 \rightarrow 2 \) transitions of PhSeCN are 2152.1 and 2126.1 cm\(^{-1}\), respectively. For BZN, the \( 0 \rightarrow 1 \) transition is centered at 2228.3 cm\(^{-1}\) and the \( 1 \rightarrow 2 \) transition at 2203.6 cm\(^{-1}\). These values are consistent with previous reports of the center frequencies of the CN stretching mode of both PhSeCN and BZN. The observed anharmonicities, \( \Delta \omega \), are 26.0 and 24.7 cm\(^{-1}\) for PhSeCN and BZN, respectively. While the signal from PhSeCN meets the description discussed in connection with Figure 1 (right side), with identical \( 0 \rightarrow 1 \) and \( 1 \rightarrow 2 \) transitions, the signal obtained from BZN does not. There is a substantial difference between the two transition line shapes in BZN. The full-width at half-maximum (fwhm) of the \( 0 \rightarrow 1 \) transition in BZN is 6.2 ± 0.1 cm\(^{-1}\), whereas the \( 1 \rightarrow 2 \) transition has an fwhm of 9.9 ± 0.3 cm\(^{-1}\) and it has a peak amplitude ~30% lower.

To highlight the line shape differences, the pump–probe signals are compared to the modes’ linear absorption spectra. Figure 2B,C shows a comparison of the FT-IR spectra of PhSeCN and BZN to the \( 0 \rightarrow 1 \) and \( 1 \rightarrow 2 \) transition line shapes obtained with pump–probe spectroscopy. The \( 1 \rightarrow 2 \) line shape was translated in frequency by the observed vibrational anharmonicity, and its amplitude was inverted for clarity. For PhSeCN, the linear absorption spectrum matches the line shape of both \( 0 \rightarrow 1 \) and \( 1 \rightarrow 2 \) pump–probe transitions, with a small \( 0 \rightarrow 1 \) intensity difference that will be further explored in subsequent sections. However, for BZN, the linear absorption spectrum matches the \( 0 \rightarrow 1 \) line shape, but not the \( 1 \rightarrow 2 \). The latter transition is much broader than both the FT-IR absorption spectrum and the pump–probe \( 0 \rightarrow 1 \) line shape. Further inspection of the Gaussian fits shows that, for BZN, although the line shapes shown in Figure 2A are different, the integrated areas of the \( 0 \rightarrow 1 \) and \( 1 \rightarrow 2 \) transitions are the same. The fact that the areas are the same shows that the difference in line shapes results from a different spread of vibrational frequencies for the \( 0 \rightarrow 1 \) and \( 1 \rightarrow 2 \) transitions. However, these are two transitions of the same
ensemble of molecules. Since the solvent–solute molecular environments are the same for both transitions, a different spread of frequencies must result from an energy-level-dependent property of the benzonitrile molecule.

The data presented above were collected with a 0.5 ps time delay to avoid any distortions of the line shape due to a previously reported process of intramolecular vibrational relaxation (IVR), which creates a combination band shift that becomes apparent at ∼5 ps. Further, the agreement between the 0 → 1 transition line shape and BZN’s FT-IR spectrum shows that there is no signal contamination (Figure 2C). Finally, since the combination band shift is a ground state process, the excited state absorption from 11 to 2 is not affected, and the distinct 1 → 2 line shape cannot be a result of IVR.

IV.C. E-Field-Dependent Frequency Shifts and Line Widths. Before exploring the physical origins of the difference in line shape between the 0 → 1 and 1 → 2 transitions in BZN, we characterize the solvatochromic changes experienced by the line shapes as a function of applied external electric field. In the past, the first-order Stark effect was shown to account for the solvatochromic frequency shifts (measured with FT-IR spectroscopy) experienced by nitriles in a variety of solvent environments. The standard method to extract the vibrational sensitivity to electric fields is to collect the linear absorption spectrum of the vibrational mode of interest in a series of solvents of different dielectric constants and calibrating the spectrum of the vibrational mode of interest in a series of solvents for BZN show large differences between the line shape of the two transitions, with the 1 → 2 transition being broader with less peak amplitude than the 0 → 1 transition. These results demonstrate that the line shape difference is not unique to the BZN/DMF pair shown in Figure 2, and that PhSeCN also displays a similar effect (at least at high field values).

In Figure 4A,C, the center frequencies of the 0 → 1 and 1 → 2 transitions of PhSeCN and BZN were plotted as a function of E-field. The 1 → 2 vibrational frequencies were shifted by the observed anharmonicity of the CN mode in hexane. Hexane was chosen as a reference point because it has the lowest E-field magnitude of all the solvents, and comparing the data in this way highlights the effect of increasing the solvent E-field on the vibrational frequency differences between transitions.

For PhSeCN (Figure 4A), the vibrational frequencies of the two transitions in most solvents are virtually identical, showing...
that there is very little variation in the anharmonicity of the CN vibrational mode as a function of solvent. However, when the E-field reaches a magnitude >0.85 GV/m (DMSO and DMF), the difference between the two transitions becomes somewhat more evident, where the shifted 1 → 2 vibrational frequency is slightly lower than the 0 → 1 frequency (i.e., larger anharmonicity). In the case of BZN (Figure 4C), the vibrational frequencies of the two transitions do not coincide for any of the solvents. Analogous to the case of PhSeCN, the data for DMSO and DMF (highest two field magnitudes) show the clearest difference between the two transition frequencies, but BZN displays a larger change in anharmonicity for these two solvents compared to PhSeCN. These observations will be revisited and discussed below in the context of the magnitude of the Stark tuning parameter and NSC to the two vibrational transitions.

The vibrational frequency data for both PhSeCN and BZN do not follow a linear trend as described by eq 1 over the entire range of E-fields. The dashed lines in Figure 4A,C show linear fits to the low-field data, extended over the full range of E-fields, and demonstrate that the observed field-dependent frequency shifts are not linear at high fields. This has been observed in the past and has been attributed to anharmonicity effects and possibly polarizability contributions.

Before exploring the origin of these observations further, it is necessary to discuss the field-dependent trends in the spectral line widths of these transitions. Figure 4B,D shows the standard deviation of the 0 → 1 and 1 → 2 transitions of PhSeCN and BZN as a function of the solvents’ electric fields. These results show that while the standard deviations of the two transitions are visibly different in BZN (Figure 4D), they are very similar in PhSeCN (Figure 4B). Considering only the 0 → 1 transitions, for the solvents with the lowest E-field magnitudes (hexane and cyclohexane), the 0 → 1 line shapes in both molecules have a standard deviation of ~2.5 cm⁻¹. However, as the E-field magnitude increases, PhSeCN displays a broader width than BZN. While the standard deviation of the transition in PhSeCN increases to ~4.5 cm⁻¹ at the highest E-field (DMSO), the standard deviation in BZN remains constant at ~2.7 cm⁻¹. Even though the widths of both PhSeCN and BZN jump around a lot, PhSeCN widths have a field dependence, while the BZN widths do not (see dashed lines).

The Stark tuning rates of BZN and PhSeCN have been measured before using linear infrared absorption spectroscopy and the linear regression fit method described above. It was observed that PhSeCN has a Stark tuning rate that is ~2.5x higher, 12.3 cm⁻¹/(GV/m), than that of BZN with 5 cm⁻¹/(GV/m). A recreation of these measurements is shown in Figure 4A,B. For the present discussion, it is important that since the set of solvents, and therefore E-fields applied to these molecules, are the same, a more sensitive Stark tuning rate will result in a more dramatic environment-dependent vibrational frequency shift for any molecular subensemble, causing the spectrum to have a broader spread of frequencies (wider line width). Therefore, we would expect the line width to increase with increasing E-field and the line widths of PhSeCN to be larger than BZN’s.

Figure 4B shows that, as expected, the PhSeCN widths grow with increasing E-field, but Figure 4D shows that the BZN widths remain unchanged within the spread of line widths. The horizontal lines in Figure 4D are positioned at the average value of the observed spectral widths as guides to the eye to highlight the lack of a field dependence for the 0 → 1 and 1 → 2 transitions.

Considering both molecules’ 1 → 2 transitions only, in the low-E-field-magnitude solvents (<0.5 GV/m), BZN displays a spectrum that is broader (~3.9 cm⁻¹) than PhSeCN’s (~2.5 cm⁻¹), whereas above 0.5 GV/m, the fwhm of BZN’s 1 → 2 transition is comparable to that of PhSeCN’s (~4.5 cm⁻¹). Once again, the line width of BZN’s 1 → 2 transition is field-independent. Moreover, there is a substantial difference in the line widths of the two transitions in BZN, which is not observed for PhSeCN. The fact that BZN has a smaller Stark tuning rate than PhSeCN would suggest that the BZN line widths would be narrower than those of PhSeCN, if the dominant contribution to the BZN line widths were from the VSE. We propose that the field-dependent experimental line width data are the result of two contributions: one arising from the first-order Stark effect (VSE), and one arising from non-Stark intermolecular interactions between the probes and the solvents (NSC). The idea that the VSE is not sufficient to reproduce experimentally measured vibrational frequency shifts has been explored in the past with methyl thiocyanate. In one study, it was demonstrated that van der Waals (VDW) interactions are necessary to accurately reproduce nitrile vibrational line shapes and frequency shifts, where between 11% and 23% of the shift results from VdW effects. Additionally, SolEFP simulations were used to determine that nitrile vibrational frequencies result from an interplay of Coulombic, induction, dispersion, and repulsion interactions, out of which only Coulombic and induction interactions are linearly correlated with the solvent-generated E-field. The repulsion contribution to the nitrile frequency in protic solvents is much larger than in aprotic solvents, but dispersion is important in both cases. Separated into interactions that are and are not linearly dependent on the electric field, the field-independent contributions appeared to dominate the distribution of solvent-induced vibrational frequency shifts. Since the origin of the NSC has been identified before, in the next section we focus on the decomposition of the experimental vibrational frequencies and line widths into the magnitude of the VSE and NSC contributions over a wide range of solvent environments and for the two different vibrational transitions.

IV.D. VSE and NSC Line Shape Decomposition. The pump–probe experiment measures an inhomogeneously broadened absorption spectrum that is well-described as a Gaussian function (see Section S2). If the electric field could be switched off while keeping all other intermolecular interactions of the system the same, the mode would have a distribution of frequencies that is uncorrelated with a field-induced frequency shift. The field-free spectrum would be an inhomogeneously broadened Gaussian as a result of non-Stark solute/solvent intermolecular interactions. This assumes that the inhomogeneous broadening is much greater than the homogeneous broadening, which is generally true. Therefore, we model the experimentally measured line shapes in terms of two solvent-dependent but uncorrelated Gaussian functions, with a Stark, $\Omega_S(\omega)$, and an NSC, $\Omega_{NSC}(\omega)$, component. $\Omega_{NSC}(\omega)$ represents the spectrum that the vibrational mode would have in the absence of an electric field but with other probe/solvent intermolecular interactions still active. $\Omega_S(\omega)$ is the field-dependent spectrum in the absence of $\Omega_{NSC}(\omega)$. Each contribution has the form of
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Table 1. Stark Contribution Slopes for the Field-Dependent Center Frequency Shift (μ) and Standard Deviation (β) of 0 → 1 and 1 → 2 Transitions of CN Stretch in PhSeCN and BZN

<table>
<thead>
<tr>
<th></th>
<th>PhSeCN</th>
<th>BZN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 → 1</td>
<td>1 → 2</td>
</tr>
<tr>
<td>μ (cm⁻¹/(GV/m))</td>
<td>7.25 ± 0.6</td>
<td>7.11 ± 0.7</td>
</tr>
<tr>
<td>β (cm⁻¹/(GV/m))</td>
<td>−2.47 ± 0.2</td>
<td>−2.23 ± 0.2</td>
</tr>
</tbody>
</table>

*Approximated by decreasing the slope of PhSeCN’s 0 → 1 transition by 49% (i.e., difference between slopes for center frequency shift).

Equation 5 shows that the center frequency of the NSC component shifts by the center frequency of the Stark component, which is consistent with eq 1; i.e., the center frequency is not affected by the line width, which itself is changing with the E-field. On the other hand, it is the square of the resulting standard deviation that changes linearly with the sum of the squares of the Stark and NSC standard deviations. Therefore, in plots of E-field vs center frequency and E-field vs standard deviation, the rate of change of these two quantities will not be the same; i.e., they will have different slopes unless σNSC is negligible compared to σ0. If σNSC is large compared to σ0, there will be no field dependence to the line width.

In the absence of the VSE, there are probe/solvent intermolecular interactions that will cause both the frequency and the standard deviation of the NSC spectrum to change with solvent. However, because these interactions do not change systematically with the identity of the solvent the way the field does per eq 2, the Stark frequency and standard deviation dependence do not have an established functional form. The NSC center frequency and standard deviation are each modified by their own unique solvent-dependent scaling factor. Incorporating these factors into eq 5, we obtain a more general convolution expression

$$\Omega_{\text{conv.}}(\omega) = \frac{1}{\sqrt{2\pi \sigma_{\text{NSC}}^2 + \sigma_0^2}} \exp \left( -\frac{(\omega - (\omega_{\text{NSC}} + \omega_0))^2}{2(\sigma_{\text{NSC}}^2 + \sigma_0^2)} \right)$$

where $\alpha$ and $\sigma$ represent the center frequency and standard deviation of the spectrum, respectively. The spectrum that results from both contributions is the convolution of the two components

$$\Omega_{\text{conv.}}(\omega) = \int_{-\infty}^{\infty} \Omega_{\text{Stark}}(\omega - \gamma) \Omega_{\text{NSC}}(\gamma) \, d\gamma$$

Equation 5 then represents a Gaussian spectrum whose center and width depend on four independent parameters: $\mu$, $\beta$, $\varphi_{\text{solv}}$, and $\tau_{\text{solv}}$. The NSC center frequency and standard deviation are given by $\alpha_{\text{NSC}} = \varphi_{\text{solv}} \times \omega_{\text{NSC}}$ and $\sigma_{\text{NSC}} = \tau_{\text{solv}} \times \sigma_{\text{NSC}}$, respectively, whereas the Stark center frequency shift is $\alpha_0 = \mu \times E$ and the standard deviation is given by $\sigma_0 = \beta \times E$.

It is shown in Section S4 that when the Stark and non-Stark line widths are comparable to each other, the resulting line width increases if either width increases because the total line width is the convolution of the two widths. If one line width is very narrow compared to the other, the resulting line width is given by the broader line width. These considerations will be important below in discussing the differences in line widths of PhSeCN and BZN as a function of electric field.

Using this model, the experimental vibrational frequencies and line widths of the CN stretch were decomposed for each solvent into Stark and NSC components. This analysis was used to show that the NSC component plays an important role in the observed data, and that it is the reason for the deviations from linearity that are commonly observed in the solvatochromic measurements presented in Figure 4.

We begin the analysis with PhSeCN. As discussed above, the data in Figure 4 are expected to be linear by eq 1. However, some of the points clearly miss the linear trend. To approximate a linear field-dependent Stark frequency shift consistent with eq 1, the data points that did not fit the linear trend in Figure 4A,C were removed, and new linear regressions were computed (see Section S4). The slopes used for each transition of PhSeCN and BZN for this model are given in Table 1. Using these slopes, the vibrational frequency shifts and line widths that result from the Stark effect were computed, free from an NSC component, to create a set of 0 → 1 $\Omega_0(\omega)$ spectra.

It is customary to call the y-intercept values of these linear fits the zero-field frequency and width, which describe a single $\Omega_0(\omega)$ spectrum, called the zero-field spectrum. In the context of our model, $\Omega_0(\omega)$ would replace $\Omega_{\text{NSC}}(\omega)$ in eq 4 to compute a convolution with $\Omega_0(\omega)$. It is important to highlight, however, that $\Omega_0(\omega)$ and $\Omega_{\text{NSC}}(\omega)$ are fundamentally different, although they originate from similar intermolecular interactions. As discussed above, and shown below, the NSC contribution is solvent-dependent, whereas $\Omega_0(\omega)$ is inherently solvent-independent; i.e., a single center frequency and standard deviation are obtained from the y-intercepts. A first iteration of our model uses the $\Omega_0(\omega)$ spectrum to assess how appropriate the notion of a unique and solvent-independent zero-field contribution is. This iteration of the analysis will be referred to as the zero-field model.
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Using \( \Omega_S(\omega) \) and \( \Omega_0(\omega) \), eq 4 was employed to compute a set of \( \Omega_{\text{conv}}(\omega) \) spectra (see Section S4). All spectra were fitted to Gaussian functions, and the resulting maximum vibrational frequencies and standard deviations were plotted against the experimentally measured results in Figure 5. In the case of the vibrational frequency (Figure 5A), this model does a reasonable job of reproducing much of the experimental data, particularly at low field. However, there are significant deviations from the experimental data at high field. The results indicate that some of the solvents that produce large electric fields must have substantial NSC contributions, and it shows that a linear Stark shift with a unique zero-field frequency is not sufficient to reproduce the experimental results.

For the line widths, plotted as their standard deviations in Figure 5B, the zero-field model does a poor job of reproducing the experimental results. The red points are the Stark-only standard deviations, and the green points are the convolution of the Stark-only standard deviations with the zero-field standard deviation (the zero-field model). The blue dashed line is the zero-field standard deviation. At the smallest field magnitude, the Stark contribution is small and the convolved standard deviation is only slightly larger than the zero-field standard deviation. As the field increases, the Stark contribution increases. For the largest field, the convolved standard deviation is significantly larger than the zero-field contribution. The black points are the experimental standard deviations, which show a field dependence that is similar to that of the zero-field model (green points). The black dashed line is an aid to the eye. However, the average value of the data is substantially greater than that given by the zero-field model (green points). In addition, the data have very large deviations from linearity, which are not captured by the zero-field model. These results foreshadow that the NSC contributes significantly to the line widths, and that its contributions vary nonsystematically from solvent to solvent.

We quantify the solvent-dependent field-free spectrum for PhSeCN by tuning both its maximum vibrational frequency and spectral width, solvent by solvent, to reproduce the experimental results, using the previously determined \( \Omega_S(\omega) \) set unchanged. This process provides the \( \Omega_{\text{NSC}}(\omega) \) spectra, which are shown in Figure 6A. The NSC line widths’ center

---

**Figure 5.** Results of the zero-field model used to decompose the experimental data into a set of solvent-dependent Stark spectra, and a single solvent-independent zero-field spectrum. All spectra were fitted with Gaussian functions, and the individual contributions, as well as the convolution results (eq 6), are displayed against the experimental values for (A) the center frequency and (B) the line width standard deviation. The zero-field standard deviation is shown as a blue horizontal dashed line. The black dashed line is a guide to the eye to emphasize the field dependence of the experimental spectral standard deviation. The model reproduces the low-field center frequency data but fails to capture the high-field nonlinearity. For the line widths, the model does a poor job of reproducing the data and yields line widths that are too small compared to the experimental results across the entire field spectrum.

**Figure 6.** NSC spectra obtained from the NSC model to reproduce the experimental frequency and line width data given linearly field-dependent broadening and shifting Stark spectra for PhSeCN (A) and BZN (B). This model contrasts with the zero-field model on the fundamental nature of the NSC component to both frequency and line width, and it highlights that the NSC must be solvent-dependent and that using a single zero-field frequency and standard deviation parameter is not sufficient to represent the experiments. These spectra show that there are large differences in the NSC spectrum as a function of solvent with changes that are uncorrelated with the field in both center frequencies and widths.
Table 2. Solvent-Dependent Non-Stark Solvent Coupling Contribution (NSC) Center Frequency and Standard Deviations and Zero-Field Contributions for 0 → 1 and 1 → 2 Transitions of CN Stretch in PhSeCN and BZN

<table>
<thead>
<tr>
<th>Solvent</th>
<th>0 → 1</th>
<th>1 → 2</th>
<th>0 → 1</th>
<th>1 → 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PhSeCN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α₀ (cm⁻¹)</td>
<td>2161.7 ± 0.6</td>
<td>2135.7 ± 0.2</td>
<td>2233.6 ± 0.2</td>
<td>2210.1 ± 0.2</td>
</tr>
<tr>
<td>σ₀ (cm⁻¹)</td>
<td>1.78 ± 0.1</td>
<td>1.85 ± 0.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BZN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α₀ (cm⁻¹)</td>
<td>2161.9 ± 0.4</td>
<td>2136.5 ± 3.4</td>
<td>2234.2 ± 3.7</td>
<td>2210.5 ± 3.9</td>
</tr>
<tr>
<td>σ₀ (cm⁻¹)</td>
<td>2.37 ± 0.3</td>
<td>2.71 ± 0.4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

frequencies and standard deviations are presented in Table 2. The Stark contribution increases linearly with increasing E-field, whereas the NSC contributions vary to generate the experimentally observed spectra (see Section S4). The ω₀(α) and the new varying spectral set ω₀ NSC(α) were then convolved (eq 4) to obtain a new set of ω₀ conv(α). This procedure is referred to as the NSC model. The results were fitted using a Gaussian function, and the individual Stark and NSC contributions to the vibrational frequency and the spectral standard deviation were plotted together with the experimental results in Figure 7 A,B for PhSeCN. The agreement between the model (green triangles) and the experimental data (open blue circles) is perfect (the data fall on top of each other) because the parameters that describe ω₀ NSC(α) were chosen to reproduce the experimental data exactly. What is important in this analysis is not the agreement between the final values provided by the NSC model and the experimental data but, instead, that the parameters that describe the ω₀ NSC(α) spectra are required to be solvent-dependent for the model to reproduce the experimental results. It is important to note that while the NSC contributions are plotted as a function of E-field, these interactions are strictly non-Stark effect interactions and do not result from a vibrational response to a monotonically changing electric field. These results are plotted as a function of E-field simply to illustrate how they add to the individual linear Stark effect contributions in a solvent-dependent manner to generate the experimental data. The frequencies and standard deviations for ω₀ NSC(α) demonstrate that the experimental data contain a significant contribution from non-Stark effect intermolecular interactions. The NSC contributions depend on complex solute–solvent interactions and provide the shape of the field-dependent trends and all departures from linearity.

The same procedure described above was used to decompose the experimental data obtained for BZN. The case of a unique ω₀(α) was not considered for BZN because it was shown previously with PhSeCN that a solvent-dependent ω₀ NSC(α) is required to reproduce the experimental results. A linear subset of the field-dependent center frequency data was used to determine the parameters that describe the linear change in the vibrational frequency of the CN stretch (see Section S4). The slope for these data is 3.57 cm⁻¹/(GV/m), which is 49% lower than the 7.25 cm⁻¹/(GV/m) obtained for PhSeCN (Table 1). This difference is in agreement with previous measurements of the Stark tuning rate of the CN mode of these two molecules. Since the line width data obtained from BZN do not display a field dependence (Figure 4), it is not possible to obtain a linear equation that describes a field-dependent spectral width. Instead, this value was...
are shown in Sections S2 and S3. A field dependence is observed for both the frequency and the standard deviation in the 1 → 2 transition for PhSeCN. Therefore, the same analysis used for the 0 → 1 transition data was repeated. Because no field dependence is observed in the standard deviation for BZN, a linear regression cannot be performed. There is one small caveat in this case that needs to be considered. In subsequent sections, it will be shown that the Stark tuning rate of the 1 → 2 transition is slightly larger than that of the 0 → 1 transition, that the change in rate is molecule-dependent, and that it is larger in BZN. To incorporate this result into the line shape decomposition analysis, the slope of the line that would describe the field-dependent standard deviation of BZN in the 1 → 2 transition was approximated by taking the slope from the 0 → 1 transition and increasing it by 10.5% (i.e., the calculated increase for the Stark tuning rate of BZN’s 1 → 2 transition over the 0 → 1 transition).

With a set of Ω_S(ω) and Ω_{NSC}(ω) for the 1 → 2 transition of both molecules, a set of Ω_{conv}(ω) spectra were computed, and the results are shown, together with the experimental data, in Figure 8. For PhSeCN, because there is not a large

**Figure 8.** Results of the NSC model used to decompose the 1 → 2 transition experimental data into a Stark and an NSC component for the center frequency shifts and line widths of PhSeCN (A, B) and BZN (C, D). The figure presents the individual Stark and NSC components, the final frequencies, total widths predicted by the convolution model, and the experimentally measured frequencies and widths for each solvent. Analogous to the 0 → 1 transition results, the Stark component increases linearly with field magnitude, but it is the NSC that provides the overall shape of the data and the departures from linearity. The NSC amplitude is much larger in BZN for this transition, while its magnitude remains largely unchanged in PhSeCN, causing the field dependence of the BZN width to be completely lost.

difference between the data obtained for the 0 → 1 and 1 → 2 transitions, the results are very similar to those presented in Figure 7. The NSC contributions to both the frequency and standard deviation provide the overall shape and departures from linearity of the field-dependent center frequency and widths, whereas the Stark contribution produces a small linear shift to the vibrational frequency and a small contribution to the overall standard deviation relative to the 0 → 1 transition.

For BZN, the NSC contribution to the vibrational frequency captures the nonlinearity of the data in a manner analogous to PhSeCN. For the BZN line widths, the NSC accounts for almost all the observed widths, with only a small contribution
from the Stark effect. Two factors can contribute to having significantly larger $1 \rightarrow 2$ than $0 \rightarrow 1$ line widths: a larger Stark tuning rate and a larger NSC. The Stark tuning rate is larger for the $1 \rightarrow 2$ transition but only to a small extent $\sim 10\%$ (see Section IV.E). The major factor is that the NSC contribution to the spectra becomes significantly larger for the $1 \rightarrow 2$ transition. The line widths of the NSC spectra are so large that the increases in widths from the Stark contributions are almost imperceptible. The large NSC contributions result in no field dependence for the standard deviation, in the same manner as in the $0 \rightarrow 1$ transition.

To quantify the extent to which the NSC dominates the line widths in PhSeCN and BZN, Figure 9 shows the ratio of the NSC to Stark widths for both vibrational transitions. The NSC to Stark contribution ratio in BZN increases in the excited state transition, whereas in PhSeCN, it remains almost unchanged. These results show that the NSC is substantially larger for BZN than for PhSeCN, and that the NSC for BZN is much larger for the $1 \rightarrow 2$ transition than for the $0 \rightarrow 1$ transition. This increase in BZN but not PhSeCN can also be seen by comparing the data in Figures 7 and 8. A field dependence is observed in the line widths of PhSeCN, but not in BZN, because the PhSeCN Stark tuning rate is substantially larger than BZN’s, and its NSC is smaller. In BZN, the NSC width overwhelms the Stark component and eliminates the field dependence.

![Figure 9: Ratio of the NSC to Stark standard deviation contribution for PhSeCN and BZN in both $0 \rightarrow 1$ and $1 \rightarrow 2$ transitions. The ratio of the two contributions does not change significantly in PhSeCN across transitions, whereas there is a significant increase in the ratio for BZN in the $1 \rightarrow 2$ transition compared to its $0 \rightarrow 1$ transition. These results show that the NSC can depend on which energy level is involved in the vibrational transition.](image-url)

The difference in the magnitude of the NSC contribution to the line widths in BZN vs PhSeCN is likely related to the presence of the selenium atom in PhSeCN. The selenium makes the CN stretching vibration essentially a local mode, eliminating cross-conjugation with the phenyl ring. Therefore, there is little contribution from solvent–solute interactions with the benzene moiety in PhSeCN. In BZN, the mode that gives rise to the CN absorption spectrum contains substantial amplitude of benzene ring atoms (see Sections S1 and S7). Therefore, interactions between the benzene ring and the solvent will also influence the CN frequency and can contribute to larger inhomogeneously broadened line widths. Finally, in Section 58, pump–probe spectra of the CN stretching vibration of a series of $p$-substituted benzonitrile structures are given. All show the increase in line widths between the $0 \rightarrow 1$ and $1 \rightarrow 2$ transitions as BZN, which suggests the observations made above are general to more chemical structures.

IV.E. Increased Stark Tuning Rate: Perturbation and Density Functional Theory. As discussed above, the first-order VSE arises because the two energy levels involved in the transition have different projection magnitudes of the permanent dipole moment onto the bond axis of interest. Considering the pump–probe signals in Figure 2, the $0 \rightarrow 1$ transition involves the same two levels as the FT-IR spectrum, $|0\rangle$ and $|1\rangle$, so the two line shapes are identical (Figure 2B,C). However, the relevant permanent dipole moment projections for the $1 \rightarrow 2$ transition are those of states $|1\rangle$ and $|2\rangle$. The Stark tuning rate and line widths are then determined by the difference in dipole projection in the first and second excited states. It is interesting to consider if the Stark tuning rate is different for the two transitions studied in the experiments. Based on the decomposition analysis presented above, if there is a difference, it is small. In this section, we explore theoretically the possibility that the difference in spectral width occurs due to variations in the Stark tuning rate for different transitions and the reason that the Stark coupling is substantially larger for the CN mode in PhSeCN than in BZN. Second-order perturbation theory was used to obtain analytical expressions for the wave functions of states $|0\rangle$, $|1\rangle$, and $|2\rangle$ for both molecules. We employed a harmonic oscillator potential with a cubic perturbation as follows:

$$v(x) = \frac{1}{2}kx^2 - qx^3$$  \hspace{1cm} (7)

We used the harmonic oscillator raising and lower operator representation, which makes the calculations of the expressions for the energies and the superposition of harmonic oscillator states that are the approximate states of the system straightforward (see eqs S1–S4 in Section S6). This approach was used because the only two unknowns in the problem are the harmonic and cubic spring constants, $k$ and $q$. Since we know the $0 \rightarrow 1$ and $1 \rightarrow 2$ transition energies from the experiments, these two constants were obtained accurately by

<table>
<thead>
<tr>
<th>molecule</th>
<th>$\omega_{0\rightarrow 1}$ (cm$^{-1}$)</th>
<th>$\omega_{1\rightarrow 2}$ (cm$^{-1}$)</th>
<th>$\Delta \omega$ (cm$^{-1}$)</th>
<th>$k$ (x10$^9$ J/m$^2$)</th>
<th>$q$ (x10$^{13}$ J/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BZN</td>
<td>2234.6</td>
<td>2211.5</td>
<td>23.1</td>
<td>1.942</td>
<td>1.493</td>
</tr>
<tr>
<td>PhSeCN</td>
<td>2163.5</td>
<td>2138.2</td>
<td>25.3</td>
<td>1.825</td>
<td>1.648</td>
</tr>
</tbody>
</table>

Table 3. Experimentally Determined Zero-Field Vibrational Transition Frequencies for $0 \rightarrow 1$ and $1 \rightarrow 2$ Transitions of the CN Stretching Mode in BZN and PhSeCN, Corresponding Vibrational Anharmonicities, and Harmonic and Cubic Spring Constants Used in Second-Order Nondegenerate Perturbation Theory.
fitting the transition energies and anharmonicity using eqs S5 and S9 (see Table 3). Knowing the spring constants, we then used a superposition of Schrödinger representation wave functions (see eq S6) to obtain the probability amplitudes and the desired position-dependent probabilities for each of the three states. Knowing \( k \) and \( q \) also gives us the approximate potential using eq 7.

The results discussed above were then combined with density functional theory to calculate the change in molecular dipole projection magnitude for the \( 0 \rightarrow 1 \) and \( 1 \rightarrow 2 \) transitions for the two molecules (see Section S6). A related perturbation theory treatment was performed before. However, that treatment was focused on deriving expressions for the expectation value of the bond length in states \( |0 \rangle \) and \( |1 \rangle \), and it did not include DFT calculations. This is appropriate for a diatomic (or a perfect local mode), as the molecular dipole change will trace the level-dependent lengthening of the bond. The method presented here does not assume that the CN vibration is a local mode, and it includes the geometrical and electron density distribution changes that occur in the polyatomic molecule upon vibrational excitation. Another similar treatment was performed to develop a DFT and quantum mechanical approach to calculate the Stark tuning rate and polarizability changes of the \( 0 \rightarrow 1 \) transition with remarkable accuracy. However, that work required expensive computational methods, and it did not explore the changes in Stark tuning rate for higher energy-level transitions. The treatment presented here has the advantage that it is straightforward, general, and computationally inexpensive.

The details of the density functional theory are given in Sections III.C and Section S1. Figure 10 shows that DFT and perturbation theory yield quantitatively equivalent potential energy surfaces up to the energy of the second excited state and demonstrates that it is appropriate to combine the two types of calculations to perform the desired dipole projection weighting calculations (see below). Figure 10 also shows the square of the wave functions for each energy level. The probability of the wave function at each energy level extends out farther for PhSeCN compared to BZN because its potential is more anharmonic.

The details of calculating the dipole moments for each energy level for both molecules are given in Section S6. Briefly, DFT calculations were used to determine the dipole moment as a function of displacement along the normal mode coordinate. At each position, \( x \), the dipole is projected onto the CN bond vector and is weight-averaged by the value of the square of the normalized wave function (probability), \( |\Psi_i(x)|^2 \) (see Figure 10).

This analysis was repeated for the two molecules. The results are presented in Table 4. The method yielded a ground state permanent dipole moment of 4.6 and 4.3 D for BZN and PhSeCN, respectively. The experimental values previously reported are 4.2 and 4.0 D for BZN and PhSeCN, respectively, and show that our method is reasonably accurate, and the ratios of the dipole moments is quite good.

The percent change in the projection of the dipole moment between states \( |0 \rangle \) and \( |1 \rangle \) in BZN is 0.229%, while in PhSeCN it is 0.311%. This value represents the Stark tuning rate of the molecules’ \( 0 \rightarrow 1 \) transition. The calculation predicts that PhSeCN has a 37% larger Stark tuning rate than BZN, which is somewhat lower than the previous reports of a 49% difference but in reasonable agreement.

### Table 4. Permanent Dipole Moments, Dipole Moment Projections, and Percent Changes as a Function of Vibrational Transition for Both PhSeCN and BZN Calculated Using a Combination of Perturbation Theory and DFT

<table>
<thead>
<tr>
<th>energy level</th>
<th>PhSeCN</th>
<th>BZN</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu ) (D)</td>
<td>( 4.254 )</td>
<td>( 4.266 )</td>
</tr>
<tr>
<td>( \mu_{proj, \text{CN}} ) (D)</td>
<td>( 3.775 )</td>
<td>( 3.787 )</td>
</tr>
<tr>
<td>( \Delta \mu_{proj, \text{CN}} % )</td>
<td>( 0.311 )</td>
<td>( 0.330 )</td>
</tr>
</tbody>
</table>

The important feature of these calculations is that they can be used to determine the difference in the Stark tuning rates.
for the $0 \rightarrow 1$ and the $1 \rightarrow 2$ transitions. The percent increase in the Stark tuning rate between $0 \rightarrow 1$ and $1 \rightarrow 2$ transitions for BZN is 10.5% and 6.5% for PhSeCN. The Stark tuning rate, like the NSC, is sensitive to the vibrational energy levels involved in the transition under study. However, for the two nitriles studied here, the difference in the Stark tuning rates is too small to be evident in the experiments. The large NSC is also likely responsible for obscuring any indications of a field-dependent anharmonicity in Figure 4A,C and is the reason the anharmonicity cannot be used to experimentally identify changes in the Stark tuning rate in higher energy-level transitions. In other systems, the Stark tuning rate increase with higher transitions may be larger and the NSC may be small, in which case the transition-dependent Stark tuning rate could be manifested as an increased line width for the high transition and an increase in the $E$-field-dependent peak shifts. In general, both the transition-dependent NSCs and the transition-dependent Stark tuning rates can contribute to solvent-dependent anharmonicities.

Solvent-independent anharmonicities have been observed for carbonyl stretching modes using two-dimensional infrared experiments. These experiments were used to show that solvent-dependent vibrational frequency shifts do not result from polarizability changes to the chemical bond between the ground and first excited states, but rather from the first-order Stark effect. In these carbonyl systems, deviations were observed from linearity for high-$E$-field solvents like DMSO and DMF, suggesting that the observations made here, that the Stark coupling dominates the NSC in determining the line width. Therefore, PhSeCN shows an approximately linear Stark coupling to solvents than BZN, in the PhSeCN/solvent systems, Stark coupling contributions to both the peak positions and line widths increase with increasing electric field, but the BZN peak positions and line widths do not. In addition, the Stark coupling is sensitive to the vibrational energy levels involved in the transition under study. However, for the two nitriles studied here, the difference in the Stark tuning rates is too small to be evident in the experiments. The large NSC is also likely responsible for obscuring any indications of a field-dependent anharmonicity in Figure 4A,C and is the reason the anharmonicity cannot be used to experimentally identify changes in the Stark tuning rate in higher energy-level transitions. In other systems, the Stark tuning rate increase with higher transitions may be larger and the NSC may be small, in which case the transition-dependent Stark tuning rate could be manifested as an increased line width for the high transition and an increase in the $E$-field-dependent peak shifts. In general, both the transition-dependent NSCs and the transition-dependent Stark tuning rates can contribute to solvent-dependent anharmonicities.

V. CONCLUDING REMARKS

We used FT-IR and infrared pump–probe spectroscopy to access the absorption lines of the CN stretch vibration of BZN and PhSeCN for both the $0 \rightarrow 1$ and $1 \rightarrow 2$ transitions. The two nitriles were studied in the context of the vibrational Stark effect in ten solvents. Changes in the peak shifts and line widths with solvent were measured for both transitions. These two molecules are useful because BZN has a smaller Stark tuning rate but a larger non-Stark coupling to solvents than PhSeCN. In general, line widths are not considered in determining the Stark tuning rate. It was shown here with a theoretical model that incorporating a field-free line width and a linearly increasing, field-dependent line width does not affect the solvent-dependent center frequencies of the spectra; i.e., the peak positions still change linearly with the electric field.

It was determined by experiment that the PhSeCN line widths increase with increasing electric field, but the BZN line widths do not. In addition, the peak positions of both molecules have substantial deviations from increasing linearly with the electric field. These observations are caused by non-Stark coupling contributions to both the peak positions and the line widths, which result from solute–solvent interactions, such as van der Waals and repulsive interactions, which are not linearly dependent on the surrounding $E$-field.

Because PhSeCN has a factor of 2.5 larger Stark tuning rate and a smaller NSC than BZN, in the PhSeCN/solvent systems, the Stark coupling dominates the NSC in determining the line widths. Therefore, PhSeCN shows an approximately linear increase in line width with increasing electric field, although there are substantial deviations around the line. In the BZN/solvent systems, the line widths are dominated by the NSC, which is not correlated with the electric field. Therefore, BZN does not display an increase in line width with increasing electric field but does show major line width variations around an average value.

A similar analysis to the one outlined in this paper can be applied to any vibrational probe/solvent system, where one of the main markers of a significant NSC contribution is a prominent difference in the line shape of the $0 \rightarrow 1$ and $1 \rightarrow 2$ vibrational transitions. Qualitatively similar observations to those made on BZN were made on BZN derivatives (Section S8), which suggests that these observations and models are general.

The experiments and theory presented here highlight important aspects of the VSE. Vibrational mode frequency shifts and, to a greater extent, line widths can be significantly affected, and even dominated, by non-Stark solvent coupling contributions, which combine with the linear electric field Stark coupling. These NSC effects can change the apparent Stark tuning rate or affect the determination of electric fields in condensed phase chemical systems. Our results also show that the combination of contributions becomes more important as higher energy-level transitions are accessed because of energy-level-dependent changes in both Stark and NSC components.
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