Ultrafast resonant soft x-ray diffraction dynamics of the charge density wave in TbTe$_3$
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Understanding the emergence of collective behavior in correlated electron systems remains at the forefront of modern condensed matter physics. Disentangling the degrees of freedom responsible for collective behavior can lead to insights into the microscopic origins of emergent properties and phase transitions. Utilizing an optical pump, resonant soft x-ray diffraction probe we are able to track, in real time, the dynamics of the charge density wave (CDW) in TbTe$_3$, a model system that violates traditional views of a Fermi surface nested CDW. We observe coherent oscillations corresponding to the CDW amplitude mode at 2.4 THz and a coherent optical phonon mode at $\sim$1.7 THz. We show how such observations reveal the anisotropic energy optimization between in-plane Te charge density modulations and the three-dimensional lattice coupling.
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I. INTRODUCTION

Electronic instabilities are at the core of phenomena such as density waves, colossal magnetoresistance, and superconductivity [1–3]. The key to understanding such exotic many-body phenomena is disentangling the contributions from the coupled degrees of freedom. Density waves, of both charge and spin, have been studied for decades and a wealth of information has been gained [1]. While containing interesting properties deserving of attention in their own right, as model systems the insights gained from understanding density-wave phenomena have implications far beyond these material systems themselves. The stripe phase in high-$T_c$ cuprate superconductors, for example, is analogous to a unidirectional charge density wave (CDW) in TbTe$_3$, a model system that violates traditional views of a Fermi surface nested CDW. We observe coherent oscillations corresponding to the CDW amplitude mode at 2.4 THz and a coherent optical phonon mode at $\sim$1.7 THz. We show how such observations reveal the anisotropic energy optimization between in-plane Te charge density modulations and the three-dimensional lattice coupling.

The RTe$_3$ family crystallizes in the weakly orthorhombic NdTe$_3$ structure, space group Cmcm, consisting of two planar Te nets sandwiched between buckled RTe slabs as shown in Fig. 1(a). The electronic structure near the Fermi energy is dominated by the in-plane Te $p_x$ and $p_z$ orbitals, noting that the $b$ axis is the long axis in this structure [7,11–14]. Angle-resolved photoemission spectroscopy (ARPES) shows a gapped portion of the FS along the CDW direction [11,17]. The temperature dependence of the order parameter follows familiar BCS trends in both x-ray [13] and photoemission [12] data, with a smooth filling-in of the energy gap and correlation lengths orders of magnitude longer than the lattice constants. Heavier rare-earth family members even exhibit a second CDW that once again gaps the FS despite an already reconstructed electronic structure from the first CDW [12]. Time-resolved ARPES (tr-ARPES) shows that the gap is intrinsically linked to the CDW amplitude mode, a collective excitation corresponding to a modulation of the CDW amplitude from its equilibrium value, which is at the core of CDW physics [17–22]. With extensive experimental results illustrating intricate details of the CDW state, a theoretical model describing the underlying microscopic mechanisms remains elusive. By modeling a square Te net, Yao et al. [4] demonstrated that due to the underlying quasi-one-dimensionality of the Te bands a unidirectional CDW is favored, but LDA calculations by Johannes et al. [7] show the CDW wave vector to be rotated 45° from the direction predicted by the electronic susceptibility, which focuses only on contributions from the FS. When the complete band structure is accounted for, then the correct wave...
A focusing effect due to electron-phonon interactions has been invoked to explain the more robust nature of the CDW in two dimensions [4,23,24]. For example, it has been argued that the next-nearest-neighbor hopping between Te atoms that lifts the band degeneracy at the FS $p_x$ and $p_z$ band crossings can create a focusing effect on electron-phonon coupling favoring the crystalline axis of the unit cell and thus the observed CDW direction [24]. Inelastic x-ray scattering has confirmed a momentum-dependent electron-phonon coupling that favors the observed $q_{\text{CDW}}$ [25]. Time-resolved electron diffraction measurements also show anisotropy between the $a$ and the $c$ axis which further demonstrates the importance of electron-phonon coupling even along the different in-plane crystalline axes [26].

Here we report time-resolved resonant soft x-ray diffraction experiments in TbTe$_3$ to directly examine the interplay between lattice and charge degrees of freedom in the formation of the CDW state. The diffraction peak resulting from the long-range CDW order was monitored while optically exciting the material. Coherent oscillations were observed at 2.4 and 1.7 THz which can be assigned to the CDW amplitude mode and a lattice optical phonon, respectively, indicating the strongly coupled nature of the charge and lattice degrees of freedom in the CDW state. By considering the atomic motions of the optical phonon mode, shown to mix with the amplitude mode [19,20,27], and the lattice strain induced by atomic motions along different FS nesting vectors, we are able to show how anisotropic lattice strain energy favors CDW formation along the experimentally observed $q_{\text{CDW}}$.

**II. EXPERIMENTAL DETAILS**

Single crystals of TbTe$_3$ were grown by slow-cooling a binary melt as described elsewhere [13,28]. The CDW phase transition temperature for TbTe$_3$ is approximately 340 K. The crystals were oriented along the [010] direction using Laue diffraction and cleaved prior to insertion into the vacuum chamber. The sample was then cooled to $\approx 50$ K for the measurements.

Time-resolved soft x-ray resonant diffraction experiments were performed using the RSXS end station at the SXR instrument of the Linac Coherent Light Source (LCLS) [29,30]. The dynamics of the (0,4,$q_{\text{CDW}}$) diffraction peak were measured while optically pumping at 3 mJ/cm$^2$ with a 50-fs, 800-nm laser pulse generated utilizing a Ti:sapphire laser amplifier system as schematically shown in Fig. 1(b). The LCLS was operated in the high-charge (250-pC, 70-fs) mode at a 60-Hz repetition rate, and a diffraction image for every shot was recorded by a compact fast x-ray CCD (fCCD) camera, with representative images shown in Fig. 2(a) [31]. Then x-ray absorption spectrum measurements of the Tb M$_5$ edge were used to calibrate the x-ray energy. The photon energy of the x-ray probe pulse was set to the Tb M$_5$ edge corresponding to the 3$d$ $\rightarrow$ 4$f$ transition in Tb. It should be noted that the diffraction peak due to a CDW modulation in the Te planes is observed while resonantly exciting an electronic transition in the Tb atoms of neighboring planes, as the Tb atoms feel the electrostatic modulation by the Te density wave [32].
The diffraction peak intensity was measured by integrating x-ray shutters closed and subtracted from every fCCD image. The fCCD camera has inherent thermal and electronic noise and the weak x-ray pulses, with small jitter from the LCLS results in an x-ray intensity jitter on the sample. The data without thresholding in (b) are shifted vertically upward for clarity.

Each LCLS shot was normalized by the incident photon flux ($I_0$) as measured by the photocurrent generated from an in-line aluminum foil. A mechanical delay stage with encoded position readout was used to adjust the delay time between the laser pump–x-ray probe pulses. A phase cavity was utilized to correct for the inherent LCLS timing jitter, resulting in an $\approx 300$-fs timing resolution [33]. A fCCD dark frame was generated by averaging $\sim 200$ images taken with the LCLS x-ray shutters closed and subtracted from every fCCD image. The diffraction peak intensity was measured by integrating a region $150 \times 150$ pixels wide centered around the peak.

Due to monochromatization of the x-ray beam, any energy jitter from the LCLS results in an x-ray intensity jitter on the sample. A critical component in analyzing the data is to create an $I_0$ threshold to eliminate the weaker x-ray intensity outliers, which can degrade the signal-to-noise ratio and distort the data. Figures 3(a) and 3(b) show the implications of the $I_0$ thresholding. The data without thresholding in (b) are shifted vertically upward for clarity.

A. Diffraction peak dynamics

Upon inspection of Fig. 2(a) the slow recovery time, of the order of $\sim 1$ ns when modeled with a single exponential (see the Appendix), is immediately apparent while the CDW diffraction peak is still observed after pumping. The observed diffraction peak after the arrival of the pulse pump, which we define as time 0, could be a finite volume artifact due to the larger, $\sim 60$-nm probe depth compared to the estimated $\sim 35$-nm pump depth. It should be emphasized that the recovery time observed in Fig. 2 is orders of magnitude longer than the few-picosecond recovery observed in other time-resolved measurements with similar pump fluences [18,19,26]. While the larger probe depth could skew the observed recovery times slightly, it is unlikely to account for the orders-of-magnitude difference. The lack of significant width change in the diffraction peak shown in Fig. 4(b) suggests that the difference between our observed recovery time and previous results is likely due to phase fluctuations as observed in other charge-ordered materials [29]. These incoherent CDWs can depress the diffraction intensity but cannot be detected by previous dynamics experiments that measure only the gap and thus the CDW amplitude. However, since the resonant x-ray process involves transitions between occupied and unoccupied Tb 4$f$ multiplets, the pump could also alter the occupation level of these multiplets, resulting in a suppression of the diffraction intensity and overestimation of the CDW recovery time [32].

Previous x-ray diffraction experiments have observed a slight change in $q_{CDW}$ ($\Delta q_{CDW} \sim 1.4\%$) with the temperature near the CDW transition [13]. To measure whether $q_{CDW}$ changes in the pump-probe process, data were taken at detector angles on each side of the rocking-curve maximum as shown in Fig. 2(b). Any changes in $q_{CDW}$ would result in a shift of the rocking curve, resulting in an anisotropy in the spectra from each side of the rocking-curve maximum. The anisotropy in the spectra on each side of the rocking curve is shown
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as time 0, could be a finite volume artifact due to the larger, $\sim 60$-nm probe depth compared to the estimated $\sim 35$-nm pump depth. It should be emphasized that the recovery time observed in Fig. 2 is orders of magnitude longer than the few-picosecond recovery observed in other time-resolved measurements with similar pump fluences [18,19,26]. While the larger probe depth could skew the observed recovery times slightly, it is unlikely to account for the orders-of-magnitude difference. The lack of significant width change in the diffraction peak shown in Fig. 4(b) suggests that the difference between our observed recovery time and previous results is likely due to phase fluctuations as observed in other charge-ordered materials [29]. These incoherent CDWs can depress the diffraction intensity but cannot be detected by previous dynamics experiments that measure only the gap and thus the CDW amplitude. However, since the resonant x-ray process involves transitions between occupied and unoccupied Tb 4$f$ multiplets, the pump could also alter the occupation level of these multiplets, resulting in a suppression of the diffraction intensity and overestimation of the CDW recovery time [32].

Previous x-ray diffraction experiments have observed a slight change in $q_{CDW}$ ($\Delta q_{CDW} \sim 1.4\%$) with the temperature near the CDW transition [13]. To measure whether $q_{CDW}$ changes in the pump-probe process, data were taken at detector angles on each side of the rocking-curve maximum as shown in Fig. 2(b). Any changes in $q_{CDW}$ would result in a shift of the rocking curve, resulting in an anisotropy in the spectra from each side of the rocking-curve maximum. The anisotropy in the spectra on each side of the rocking curve is shown
in Fig. 2(b) and is considered negligible. In addition, as the CDW peak is not resolution limited by the fCCD pixels, a shift of $q_{\text{CDW}}$ would also cause a change in the peak position on the fCCD detector. Two dimensional Lorentz functions were fit to the averaged fCCD image for each delay time as shown in Figs. 4(a) and 4(b). The shift in the diffraction peak observed in the ICCD image translates into a maximum 0.4% change in $q_{\text{CDW}}$ and the width of the diffraction peak shows a negligible change after pumping. As emphasized in the Fig. 2(b) inset, there is a shift of the coherent oscillation peaks in the spectra between the rocking-curve maximum and the two sides which is likely due to the dispersion of the coherent modes, reminiscent of the dispersion of coherent phonons [34]. Unfortunately, the reduction in the signal-to-noise ratio off the rocking-curve maximum precludes any quantitative analysis in the current data. Future experiments with improved statistics or different techniques would likely make such a dispersion measurement possible [35].

While $q_{\text{CDW}}$ and the width of the diffraction peak show little change after pumping, oscillation in both of these fit parameters is observed for delay times $<2$ ps as shown in Figs. 4(a) and 4(b). These oscillations are well above the noise level and suggest a time-dependent and/or frequency-dependent $q_{\text{CDW}}$ and coherence length of the CDW order. Future experiments with improved statistics will quantify such trends. In this report, we focus on analyzing the coherent oscillations observed in the CDW diffraction peak intensity.

**B. Data fitting and Fourier analysis**

For the first few picoseconds after time 0 intensity oscillations are observed. No oscillations are observed in the time dynamics of the $(0, 4, 0)$ lattice Bragg peak shown in the Fig. 2(a) inset, suggesting that the oscillations are coherent modes intrinsically linked to the underlying CDW state. To better evaluate the coherent modes, a smooth background is subtracted from averaged data as detailed in the Appendix. The pronounced decrease in the diffraction intensity after time 0 and the sloping background at later delay times preclude Fourier transformation of the transient diffraction intensity directly and necessitates subtraction of the phenomenological background. The goal is to obtain an oscillatory trace without step-like features or slow variations and thus enable a clear identification of the coherent modes in the Fourier spectrum.

In the Appendix we show that by performing various Fourier transformations the coherent modes are independent of details of the phenomenological background, the size of the time bins, and the window being Fourier-transformed, which highlights the robustness of our observations. The experimental results used for our physical interpretation are summarized in Figs. 5 and 6.

While the residual intensity oscillations are near the noise level they are still resolved, even in the raw data in Fig. 2(a). The Fourier-transformed amplitudes within a 0- to 4-ps window show three peaks above the background. We assign the peak centered at $\sim2.4$ THz to be the amplitude mode of the CDW in agreement with other experiments [17,19,20,27]. The distance between the peaks of the first two oscillations is $\sim0.66$ ps and $\sim1.5$ THz as shown in Fig. 5 which is consistent with the dominant Fourier-transformed peaks in Fig. 6 but also suggests that these features could be one single mode distorted by the limited resolution and number of oscillations observed. To check the Fourier transform results, the residual data were fit with a three-sinusoidal-mode model as shown in Fig. 5. The model fit frequencies and amplitudes are consistent with those from the Fourier transform analysis as shown in Fig. 6.

**C. Theoretical mode analysis**

To understand the origins of the observed modes, density functional theory calculations were performed using the Quantum ESPRESSO [36] package (version 5.0) with ultrasoft pseudopotentials. We used the Perdew-Burke-Ernzerhof [37] pseudopotentials. The 0- to 4-ps window show three peaks above the background. We assign the peak centered at $\sim2.4$ THz to be the amplitude mode of the CDW in agreement with other experiments [17,19,20,27]. Lattice modes with similar energies have been observed in other measurements but no coherent oscillations appear in the lattice Bragg peak as shown in the Fig. 2(a) inset, and one would expect the amplitude mode to be a dominant feature in the CDW diffraction peak dynamics [19,20,25,27].
FIG. 7. (a) Calculated atomic displacements of the 1.7-THz mode. Arrows lengths are proportional to displacement. The dotted (red) oval emphasizes the interaction of Te motion constrained by the neighboring Tb layer. (b) Te motions within a single Te layer resulting from the out-of-plane interactions. The central (green) square outlines the 2D Te net and the larger, tilted (red) square outlines the 3D crystal unit cell. (c) Atomic motions for the total energy calculations in Fig. 9 for the different nesting directions.

To investigate the relative cost in strain between the two proposed directions of atomic motion in the CDW, i.e., along the 001 and 101 directions (as shown by the orange and purple arrows, respectively, in Fig. 7), we performed single-point total energy calculations for a $2 \times 2 \times 1$ (3D) supercell as a function of the displacement distance. We created a $q = 0$ distortion of the unit cell along the indicated displacement pattern and displaced the involved atoms an equal amount. Since the CDW is incommensurate, it is difficult to create a supercell large enough to model atomic distortions modulated by the observed $q$ vector. This calculation assumes that all the atoms participating in the CDW are displaced by the full amount, leading to an ordering vector in the calculation which is shorter than experimentally observed. As a result, the absolute scale of the displacement energy is overestimated compared to the CDW energy. Nevertheless, the comparison between the two directions is still valid. Our calculations show that the cost of atomic displacement along the 101 (purple) direction is higher than along the 001 (orange) direction as shown in Fig. 9. This suggests that the presence of the Tb ions causes a steric hindrance in the 101 direction and changing the ordering vector to the experimentally observed one costs less in energy.

FIG. 8. Potential candidates for the observed 1.2-THz mode. (a) Mode with the calculated energy closest to the observed 1.2 THz. (b) Doubly degenerate mode (motions along either the $a$ or the $c$ axis) with the calculated energy of 1.1 THz.

To obtain the energies of the phonon modes, we performed calculations of the dynamical matrix with a kinetic energy cutoff of 500 eV and a $13 \times 3 \times 13$ momentum grid for the plane-wave basis. Energies were converged with respect to the number of $k$ points and both the wave-function energy cutoff and the density energy cutoff converged to 30 meV. The dynamical matrix was subsequently diagonalized to obtain the eigenmodes of atomic displacements. Time-resolved reflectivity and Raman data suggest that the 1.7-THz mode is a lattice phonon mode that mixes with the CDW amplitude mode at $T \approx 250$ K [19,20,27]. Thus we assume that the 1.7-THz mode is a normal-state optical phonon mode and identify the atomic displacements, shown in Fig. 7, by noting the resulting frequencies of oscillation and their trends as both the momentum grid and the energy cutoff are increased. The 1.2-THz mode is harder to identify, as there are several modes similar in energy as shown in Fig. 8. Due to the ambiguity in mode assignment and lack of observed mixing with the CDW amplitude mode the 1.2-THz mode is not a focus in this work.
IV. DISCUSSION

The mode frequencies shown in Fig. 6 agree remarkably well with previous tr-ARPES [17,22], Raman [27], and reflectivity [20] experiments. This agreement gives us confidence in the Fourier transform analysis and mode assignment despite the limited number of oscillations and signal-to-noise limitations. Both Raman and reflectivity data observe the \( \sim 1.7\)-THz mode and show that it mixes with the amplitude mode at a temperature just below the CDW \( T_c \) and thus is the focus of our discussion [20, 27]. The mode that best fits the experimental frequency is the optical mode shown in Fig. 7(a). It is not surprising that all the atoms within the unit cell move in concert as part of the eigenmode. What is surprising is the level of interaction between the Te and the Tb motions revealed in the phonon calculations graphically expressed as different arrow lengths for different Te atoms in Fig. 7(a). While it is a layered system, the interlayer coupling between the Te and the neighboring Tb planes nevertheless creates site-dependent motions of Te atoms within the CDW plane. Figure 7(b) emphasizes this anisotropy, depicted as different arrow lengths for atoms within the same Te plane. To understand the implications of these site-dependent motions, we need to understand how atomic displacements connect to the nested FS shown in Figs. 7(c) and 9(a). Assuming an in-plane longitudinal density wave, the total energy for Te displacements along the different nesting directions in Fig. 9(a) is calculated and shown in Fig. 9(b). The interlayer coupling resulting in the large anisotropy for the Te motions within the CDW plane translates into a large anisotropy in total energy for a strained lattice in the different nesting directions. The ideal nesting direction based on the shape of the FS [purple arrow in Fig. 9(a)] costs more in strain energy due to the buckled RTe slab. Such a large anisotropy in lattice coupling and strain energy implies a large anisotropy in the electron-phonon coupling. The CDW ground state is the result of an energy minimization and the energy reduction in the electronic structure must be balanced with the lattice strain energy incurred.

Previous works have demonstrated that there exists an interplay between the 1.7-THz mode and the CDW amplitude mode [20, 27]. The simple fact that the 1.7-THz mode appears as a dominant feature in the time-resolved dynamics of the CDW diffraction data suggests that it has an important relation to the CDW amplitude mode and possibly the underlying CDW mechanisms. The interplay and mixing between the 1.7-THz mode and the amplitude mode demonstrate the importance and directionality of coupling between lattice motions and the electronic instability imposed by the electronic structure. Such anisotropy in electron-phonon coupling and strain energy is not accounted for in traditional susceptibility calculations at the FS. Previous studies have observed anisotropic electron-phonon coupling in these materials [24–26], but our results yield new insights into the origins of the anisotropy and the delicate energy balance that creates the broken-symmetry ground state.

It is common to find layered materials exhibiting emergent behavior with large unit cells encompassing many layers. The large 3D structures result in potentials that fold electronic bands back into reduced Brillouin zones, but the folding potentials are often weak, resulting in electronic structures that are still highly 2D. While band folding creates an ideal FS nesting condition in TbTe\(_3\), the buckled TbTe slab is viewed as a simple charge reservoir determining the Fermi level but having few implications for the dimensionality of the electronic structure [11]. In contrast, the electronic structure may appear 2D but phonon modes still involve the entire 3D lattice. While charge density modulations exist in the Te plane [15, 38] and the amplitude mode is connected to oscillations of the gapped in-plane \( p_x \) and \( p_y \) bands, the strain energy and electron-phonon coupling are significantly different between the \( c \) axis and the 45° nesting directions.

V. CONCLUSIONS

We have measured the time-resolved diffraction dynamics of lattice distortions resulting from the CDW order in TbTe\(_3\). We observed coherent oscillations from the CDW amplitude mode at 2.4 THz and from a lattice optical phonon at 1.7 THz. Theoretical investigations resolve the atomic motions of the 1.7-THz phonon and show how the motions of atoms within the Te plane are dramatically affected by the neighboring Tb atoms. Calculations of the lattice strain energy show that Te displacements along the direction that best nests the electronic FS cost more in energy than displacements that nest the second-best region of the FS. Our results emphasize the importance of lattice strain energy and anisotropy when determining the ground state of systems with coupled degrees of freedom.
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APPENDIX: BACKGROUND SUBTRACTION AND FOURIER ANALYSIS

In the following we detail what steps were taken to ensure that the resulting Fourier spectrum is independent of the details of the model background, the size of the time bins the raw data
FIG. 10. (a) Background subtraction of a single exponential according to Eq. (A2). (b) Fourth-order polynomial background subtraction after Eq. (A1). Background subtraction performed on the data set with 60-fs bins. Please note that the diffraction intensity is plotted on a logarithmic scale to enhance the visibility of the small oscillations. (c) Comparison of different models for background subtraction with a focus on the low-intensity region after the initial step.

are sorted into, and the length of the time window the Fourier transform is applied to. We begin with a discussion of different phenomenological backgrounds. In all investigated models, the suppression of the diffraction intensity after arrival of the pump pulse is modeled by a step function that is calculated using a Gaussian error function with full width half-maximum \( w \). The time delay when the intensity has dropped to half of its initial equilibrium value is given by \( t_0 \) and defines time 0 in our experiments. We investigated polynomial backgrounds up to fourth order \( N \) [Eq. (A1)] and single-exponential recovery of the diffraction intensity with a time constant \( \tau \) [Eq. (A2)].

Here, \( a_i \) are free parameters of the fits:

\[
BG_{\text{poly}}(t) = \left( \sum_{i=0}^{N} a_i (t-t_0)^i \right) \left( 1 + \text{erf} \left( \frac{2\sqrt{2}(t-t_0)}{w} \right) \right) / 2 ,
\]

(A1)

\[
BG_{\text{exp}}(t) = (a_0 + a_1 \exp \left( -(t-t_0)/\tau \right)) \times \left( 1 + \text{erf} \left( \frac{2\sqrt{2}(t-t_0)}{w} \right) \right) / 2 .
\]

(A2)

FIG. 11. Fourier transforms of the residuals for different model backgrounds for 60-fs bins and a time window ranging from 0 to 8 ps, which corresponds to a nominal frequency resolution of 0.13 THz.

FIG. 12. Comparison of Fourier transforms for different bin sizes and increasing lengths of the time windows. The nominal frequency resolution in frequency space is indicated. (a) Bins 18-fs width. (b) Bins of 60-fs width.
Figure 10 compares different models for background subtraction. All analysis was performed on the data set with a bin size of 60 fs. Due to the slow recovery of the signal on a nanosecond time scale, the crudest model, which subtracts only a constant background after time 0, is able to extract the coherent oscillations. While increasing the polynomial order generates a smoother residual at later times, it tends to perform suboptimally around the initial step. Figure 10(c) focuses on the behavior of the traces for background subtraction after the initial intensity decrease. Note that due to the slow recovery of the signal the first-order polynomial effectively gives the same result as a single-exponential fit, it is clear that our observed recovery is significantly slower than observed in previous experiments [18,19,26].

In the next step we investigate the dependence of the Fourier transforms on the bin size, which directly changes the statistics for each data point, and the length of the time window being Fourier transformed, which relates to the nominal frequency resolution in the Fourier spectrum. The results are shown in Fig. 12. Again, the coherent modes can be clearly identified in all traces and do not depend on the choice of bin width and window size.

Figure 11 depicts the resulting Fourier transforms of the residuals after background subtraction for 60-fs bins and a time window ranging from 0 to 8 ps, which corresponds to a nominal frequency resolution of 0.13 THz. This comparison evidences that details of the background subtraction do not influence the coherent modes we can identify in the Fourier spectrum. We thus chose a single-exponential recovery, which allows us to extract a recovery time constant.


