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ABSTRACT

This paper argues that many determinants of generic oligopoly market outcomes can be studied in bid-based wholesale electricity markets under much weaker assumptions than in other oligopoly industries because of their rich data, regulatory history, and clearly specified market rules. These methods are compared to those used in existing studies of oligoplistic industries where the best data available are market-clearing prices and quantities and demand and cost shifters. The extent to which the methods used in bid-based wholesale electricity markets generalize conventional methods is explained in detail and major applications of these techniques are summarized. Lessons from the study of wholesale electricity markets for the monitoring and design of other oligoplistic markets are also discussed.
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1. Introduction

Starting with Chile in the 1980s, a growing number of countries around the world have restructured their electricity supply industries to introduce competition into the wholesale and retail segments. Electricity producers, traders, and retailers are granted open access to the bulk transmission network and local distribution network at regulated prices. All wholesale electricity is traded through a centralized short-term market that sets an hourly or half-hourly price for energy, but market participants are free to enter into forward contracts that clear against this short-term market. Competition among electricity retailers to supply final consumers exists to varying degrees.

Capturing a significant fraction of the potential benefits of industry restructuring has been much more challenging than many observers at first thought. The characteristics of the product and the technology used to produce it make bid-based wholesale electricity markets extremely susceptible to the exercise of unilateral market power. Electricity is very costly to store, its production is subject to severe capacity constraints, and it must be delivered through a transmission network with finite capacity, all of which limit the magnitude of the supply response to a firm’s unilateral attempts to raise prices. Finally, because of how electricity has historically been priced to final consumers, the real-time wholesale demand for electricity is close to perfectly price inelastic. For firms that own a substantial fraction of the generation capacity in the industry, the combination of this inelastic aggregate demand with a limited supply response from competitors causes these suppliers to face steep residual demand curves, particularly during the high demand periods of the day. In an oligoplistic industry, the more inelastic the residual demand curve a firm faces, the greater is its unilateral ability to withhold output to raise market prices through higher offer prices or less output made available at the same offer price.

The susceptibility of bid-based wholesale electricity markets to the exercise of unilateral market power makes them an ideal environment in which to study the determinants of oligoplistic firm behavior and industry outcomes. In these markets, highly concentrated industry structures and unexpected high levels of demand are unnecessary for the occurrence of market outcomes that reflect the exercise of substantial unilateral market power. An additional advantage of studying bid-based wholesale electricity markets is the fact that they produce vast amounts of data each day about the strategies firms employ to exercise unilateral market power. Each market participant is required to submit its willingness-to-supply and purchase electricity for each hour or half-hour of the day for all possible market prices. In addition, the regulated or government-owned monopoly history of the industry implies that there is publicly available data on the technological characteristics of the production process—heat rates, operating and maintenance costs and emissions rates of the generation facilities and the physical...
characteristics of the transmission network. This is considerably more information about firm strategies and production costs than is available to researchers studying other oligopolistic industries, such as automobiles (Bresnahan, 1981, 1987; Goldberg, 1995; Berry et al., 1995), personal computers (Bresnahan et al., 1997), and breakfast cereals (Nevo, 2001). In these industries, the researcher typically has, at best, data on the market-clearing prices and quantities of each product sold and variables thought to influence production costs and the level of demand for each product.

A final advantage of studying wholesale electricity markets relative to other oligopolistic industries is that the market rules are clearly specified and publicly available. Specifically, the researcher knows precisely how the wholesale prices suppliers receive and demanders pay are determined from the actions taken by these two sets of market participants. This is dramatically different from other oligopolistic industries, where a standard criticism of the empirical model implemented is that the choice of the economic model of firm behavior and the price-setting process is ad hoc because it assumes away important details of the competitive interactions between firms and between firms and consumers. For example, in most industries wholesale prices are set through bilateral negotiations between the seller and each buyer. The usual Cournot quantity-setting or Bertrand price-setting modeling assumptions used to simplify more complex price-setting processes can significantly impact the researcher’s conclusions about the ability and incentive of firms to exercise unilateral market power and the competitiveness of observed market outcomes.

In contrast, wholesale electricity markets have detailed rules that must be approved by the regulatory body specifying precisely how market-clearing prices are determined. These rules define the feasible set of market participant actions, what information the market participants know when they take these actions, and how they are compensated for their actions. Consequently, the researcher does not need to make any ad hoc assumptions about how a market participant’s actions impact the price it pays or receives; the market rules on file with the relevant regulatory authority specify precisely how each market participant’s actions impact its revenues and costs. In this sense, wholesale electricity markets are like experimental economics markets except that experienced and highly compensated market participants play a well-defined game for large sums of money.

Studying wholesale electricity markets allows the empirical researcher to address many of the concerns raised by Fisher (1989, 1991) regarding the usefulness of applying game-theoretical methods to oligopoly contexts. The data on bids and market outcomes, cost data from the former regulated regime, and detailed market rules severely limit the set of possible economic models that can provide institutionally and statistically valid descriptions of observed data. A common problem in modeling market outcomes in oligopolistic industries where only market-clearing prices and quantity data are available is the uncertainty about how the actions of market participants impact their profits and those of their competitors. The market rules for bid-based wholesale electricity markets completely eliminate this source of modeling uncertainty. Instead, the major challenge in studying bid-based wholesale electricity markets is formulating a computationally tractable model of market outcomes that is not dramatically inconsistent with the actual market rules.

The goal of this paper is to demonstrate how the features of wholesale electricity markets described above can be used to recover a rich set of economic primitives, direct measures of market performance, and measures quantifying the ability and incentive of a supplier to exercise unilateral market power, while employing fewer uncontrollable assumptions relative to the approaches used to study these issues in other oligopolistic industries. The methods described below cannot be implemented in other oligopoly environments because the necessary data is unavailable and/or there is uncertainty about the form of market institutions. Instead, functional form assumptions for market demand and firm-level cost functions, as well as uncontrollable assumptions about the form of competition (typically, Cournot quantity-setting or Bertrand price-setting behavior), must be made to gain traction on these questions in oligopolistic industries where only market-clearing price and quantity data are available. Consequently, wholesale electricity markets can provide insight about the determinants of market performance and the design of economic institutions that limit the ability and incentive of firms to exercise unilateral market power without many of the untestable assumptions employed in similar studies of other oligopolistic industries.

The four major issues addressed in this paper are: (1) testing the assumption of expected profit-maximizing behavior, (2) quantifying the ability and incentive of a supplier to exercise unilateral market power, (3) measuring overall market performance, and (4) assessing the competitive impacts of mergers. The data available and clearly specified rules for bid-based wholesale electricity markets allow a test of the hypothesis of expected profit-maximizing behavior without any assumptions on the functional form for the demand for electricity, minimal assumptions on the form of the variable cost function for producing electricity, and without assuming a specific oligopoly equilibrium model—the key assumptions required to test this hypothesis with data on market-clearing prices and quantities. Section 3 describes the details of this test and discusses the results of applying it in several electricity markets.

The data availability and precisely specified market rules allow the construction of direct measures of the firm-level ability and incentive to exercise unilateral market power. These measures of the ability and incentive to exercise unilateral market power can be constructed from the data on market participant bids and offers and market-clearing prices and quantities. Section 4 describes the construction of these measures and summarizes applications to wholesale electricity markets in California, Spain, and New Zealand.

The exercise of unilateral market power reduces the economic efficiency of wholesale market outcomes. Information on the technological characteristics of the generation facilities, input fuel prices, and bid and market outcome data can be used to construct a measure of market performance. This measure compares actual market prices to the market prices that would exist if no firms were able to exercise unilateral market power. This procedure accounts for daily input fuel price changes, generation unit outages, and emissions permit price changes in computing the counterfactual no-market-power outcomes. Section 5 describes the details of this procedure and summarizes applications to Spain, California, New England, and the PJM Interconnection region in the United States. Quantitative merger analysis has recently begun to rely on models of industry equilibrium estimated or calibrated from data on market-clearing prices and quantities (see Werden and Froeb, 1994, 2002; Nevo, 2000). These models rely on functional form assumptions for firm-level demand and cost functions, as well as a model of strategic interaction determining market outcomes. Because of the availability of bid data and information on generation unit-level production costs, these assumptions can be dispensed with when analyzing proposed mergers in bid-based wholesale electricity markets. Section 6 proposes a method for estimating the competitive effects of mergers and provides a hypothetical application of this procedure.

2. Empirical models of oligopoly market outcomes

This section describes the identifying assumptions typically used to estimate models of oligopoly market outcomes that are
subsequently used to test the hypothesis of profit-maximizing behavior, measure the ability and incentive of a firm to exercise unilateral market power, quantify overall market performance, and analyze the impact of proposed mergers. The fundamental challenge in modeling oligopoly outcomes is that the payoff of each market participant depends on its own actions as well as the actions of its competitors and consumers. By definition, an oligopolistic industry is one in which there are a small number of firms, so the assumption that each firm is a price-taker is clearly unrealistic. However, imposing the assumption that observed market-clearing prices and quantities are the result of all firms simultaneously playing best-reply strategies to the strategies of their competitors—the observed market outcomes are Nash equilibria—imposes few restrictions on the joint distribution of these variables.

To illustrate this point, consider the following generic N-firm oligopoly. Let \( \Pi_i(\theta_i, \theta_{i1}, \ldots, \theta_{iN}) \) equal the profit function of firm \( i \) and \( \theta_i \) equal the action taken by firm \( i \) and \( \theta_i \) is the set of allowable values of \( \theta_i \). Consistent with all standard oligopoly models, each firm’s profits depend on its own actions as well as those of its competitors. If the only data available to the researcher are the values of \( \theta_i \) for each firm, then assuming that \( \theta_i \), the observed value \( \theta_i \), is the solution to:

\[
\theta_i^* = \arg\max_{\theta_i} \Pi_i(\theta_1, \ldots, \theta_i, \ldots, \theta_N).
\] (2.1)

is insufficient to test the assumption of profit-maximizing behavior, measure the ability or incentive of a firm to exercise unilateral market power, quantify market performance, and analyze the competitive effects of proposed mergers. In contrast, for bid-based wholesale electricity markets, all of these tasks can be accomplished under minimal assumptions because of data availability and the precision of the market rules. In particular, the market rules specify the elements of \( \theta_i \) and \( \theta_i \), and the functional form for \( \Pi_i(\theta_1, \theta_{i1}, \ldots, \theta_N) \). The bid and market outcome data can be used to compute the realized value of \( \Pi_i(\theta_1, \ldots, \theta_i, \ldots, \theta_N) \) except for the variable cost of production, which can be estimated with an acceptable degree of precision using data from the former regulated regime or estimated econometrically from the assumption of expected profit-maximizing behavior.

Conventional approaches to measuring the ability and incentive of a firm to exercise unilateral market power, overall market performance, and analyzing mergers require functional form assumptions on the unknown profit functions \( \Pi_i(\theta_1, \theta_{i1}, \ldots, \theta_N) \), \( i = 1, \ldots, N \). In most industries, the best data an empirical researcher can obtain is the price charged and quantity sold for all of the products offered by each firm. The usual assumptions used to specify the functional form for \( \Pi_i(\theta_1, \theta_{i1}, \ldots, \theta_N) \) given data on observed prices charged and quantities sold are:

(1) a functional form for the demand for each product sold by the firm,
(2) a functional form for the variable cost of production for the firm,
(3) an equilibrium model of firm behavior.

These techniques can be illustrated using an example based on Rosse (1970). Let \( P(q|W, \beta, \epsilon) \) denote the inverse demand function facing a monopolist and \( C(q|Z, \beta, \eta) \) its variable cost function. Both of these functions have known forms that are parameterized by \( \beta \). The vectors \( W \) and \( Z \) are demand and cost function shifters, respectively. \( \beta \) is the vector of parameters to be estimated, and \( \epsilon \) and \( \eta \) are unobserved (to the econometrician) stochastic shocks that are assumed to be at least uncorrelated with both \( W \) and \( Z \). For simplicity, assume these shocks are observable to the monopolist. The discussion becomes more complicated if this assumption is relaxed, but the general conclusions remain the same. In terms of the inverse demand and variable cost functions, the profit function of the monopolist is:

\[
\pi(q) = P(q|W, \beta, \epsilon)q - C(q|Z, \beta, \eta).
\] (2.2)

where \( \theta \) in the notation of equation (2.1) is equal to \( q \). The first-order condition for the profit-maximizing choice of \( q \) by the monopolist is:

\[
\pi'(q) = P'(q|W, \beta, \epsilon)q + P(q|W, \beta, \epsilon) - C'(q|Z, \beta, \eta) = 0.
\] (2.3)

where \( f = (xy, z) \) denotes the derivative of \( f = (xy, z) \) with respect to \( x \). If the researcher has market-clearing price and quantity data and values of the demand and supply shifters, \( W \) and \( Z \), for a cross-section of monopolists selling the same homogenous product, then functional form assumptions on the demand and cost functions and the model of equilibrium outcome determination, combined with the assumption of profit-maximizing behavior, are generally sufficient to estimate \( \beta \). Rosse (1970) demonstrated this and obtained estimates of \( \beta \) for a cross-section of monopoly newspaper markets.

The logic for this statement is that for certain functional form assumptions on the inverse demand and variable cost functions, \( C(q|Z, \beta, \eta) \), the marginal cost of producing output level \( q \) is the only unobserved variable in equation (2.3). The value of \( P(q|W, \beta, \epsilon) \), the inverse market demand curve at output level \( q \), is equal to market-clearing price, \( p \), and \( q \) is the observed quantity of the product sold. Both of these variables are assumed to be observed. The functional form assumption for the inverse demand curve implies that its slope, \( P'(q|W, \beta, \epsilon) \), is observable given a value for \( \beta \) and \( \epsilon \). If the inverse demand curve is additively separable in \( \epsilon \), then \( C(q|Z, \beta, \eta) \) can be recovered directly from solving (2.3) as:

\[
C'(q|Z, \beta, \eta) = P'(q|W, \beta, \epsilon)q + P(q|W, \beta, \epsilon),
\] (2.4)

where I have suppressed the dependence of the slope of the inverse demand curve on \( \epsilon \) to reflect the assumed additive separability. Equation (2.4) only allows the researcher to recover the value of the monopolist’s marginal cost at the observed level of output, \( q \), using the assumption of profit-maximizing behavior and an assumed inverse demand function. Re-writing equation (2.4) as:

\[
\left[ P(q|W, \beta, \epsilon) - C(q|Z, \beta, \eta) \right]/P(q|W, \beta, \epsilon) = -P'(q|W, \beta, \epsilon)q/P(q|W, \beta, \epsilon),
\] (2.5)

demonstrates that the slope of the inverse demand function is the missing ingredient necessary to determine the extent to which the monopolist exercises unilateral market power by setting prices in excess of its marginal cost. Consequently, a researcher’s functional form assumptions for \( P(q|W, \beta, \epsilon) \) can significantly impact his conclusions about the ability of a firm to exercise unilateral market power through the slope of the inverse demand curve that this functional form assumption implies.

The assumed functional form for the market demand curve can also impact the researcher’s variable cost function estimates. To see this, call the right-hand side of equation (2.4), \( C(q|Z, \beta, \eta) \), because it can be constructed from the observed quantities, \( p, q, W, \) and \( Z \), given a functional form assumption for \( P(q|W, \beta, \epsilon) \) because are observed by the researcher. If the researcher assumes \( C(q|Z, \beta, \eta) \) is additively separable in \( \eta \), so that \( C(q|Z, \beta, \eta) = C(q|Z, \beta) + \eta \), then the potential exists to obtain consistent estimates of the elements of \( \beta \) in the marginal cost function by applying instrumental variables techniques to the equation:

\[
C(q|Z, \beta, \eta) = C'(q|Z, \beta) + \eta
\] (2.6)

with \( W \) and \( Z \) as instruments, where \( C(q|Z, \beta) \) is the deterministic portion of the marginal cost function specified by the researcher. Joint estimation of the inverse demand function and the first-order condition in (2.4) can, but does not always, improve the efficiency of the estimation of \( \beta \). To the extent that there are
over-identifying restrictions (for example, there are more elements of $W$ and $Z$ than there are elements of $\beta$) the assumption of profit-maximizing behavior can be tested assuming the validity of functional form assumptions for the inverse demand function and marginal cost function.

The intuition embodied in this monopoly example is employed in all of the papers that estimate models of oligopoly equilibrium in order to assess the validity of the assumption of profit-maximizing behavior, measure the ability and incentive of a firm to exercise unilateral market power, quantify the costs of the exercise of unilateral market power, or analyze the competitive effects of mergers. For example, to compute the no-market-power equilibrium used to measure market performance, the researcher needs to estimate the parametric marginal cost function, $C'(q|Z, \beta, \eta)$. This function can then be used to compute the counterfactual no-market-power equilibrium by solving the equation $P(q|W, \beta, \epsilon) = C(q|Z, \beta, \eta)$ for $q$. If $q^{\text{ompg}}$ is the observed market price. Re-arranging (2.9) yields the implied marginal cost function of $W$ over-identifying restrictions (for example, there are more elements of $W$ and $Z$ than there are elements of $\beta$) the assumption of profit-maximizing behavior can be tested assuming the validity of functional form assumptions for the market demand function and the firm-level marginal cost functions and the assumed equilibrium model of competition that determines the form of the residual demand curve that firm $i$ faces. Let $C_i'(DR_i(p)|Z, \beta, \eta)^{\text{obs}}$ denote the value of the right-hand side of (2.10). By the same logic as the monopoly case, assuming certain functional forms for $C_i'(DR_i(p)|Z, \beta, \eta)$ allows instrumental variables techniques to be applied to estimate the parameters of the cost function using $C_i'(DR_i(p)|Z, \beta, \eta)^{\text{obs}}$ as the dependent variable. Joint estimation of the market demand function and the first-order conditions in (2.9) for each firm can improve the efficiency of the estimation of $\beta$.

To the extent that there are over-identifying restrictions (for example, there are more elements of $W$ and $Z$ than there are elements of $\beta$) the assumption of profit-maximizing behavior can be tested assuming the validity of functional form assumptions for the market demand function and the firm-level marginal cost functions and the assumed equilibrium model of competition that specifies each firm’s residual demand curve.

Equation (2.9) can be rearranged to obtain a measure of the ability of firm $i$ to impact the market-clearing price. A direct measure of the ability of firm $i$ to raise price by withholding output is:

\[-DR_i(p)/p_i^{\text{DR}_i(p)} = -1/e_i(p),\]  

(2.11)

where $e_i(p) = (p/DR_i(p))DR'_i(p)$ is the own-price elasticity of the residual demand curve faced by firm $i$ evaluated at price $p$. The magnitude, $-1/e_i(p)$, gives the percentage increase in the market-clearing price that results from a one percent reduction in the firm’s actual output. In general, computing $-1/e_i(p)$ requires a parametric functional form for the market demand and an equilibrium model of firm behavior to compute firm $i$’s residual demand curve, the same assumptions needed to recover firm $i$’s marginal cost, $C_i'(DR_i(p)|Z, \beta, \eta)$, from its first-order conditions for profit-maximization.

All homogenous product oligopoly models can be recast as each firm maximizing its unilateral profits against the residual demand curve constructed using the equilibrium actions chosen by its competitors. These include the price-setting Bertrand model, the dominant firm and competitive fringe model, the Stackelberg leader-follower model, and the supply function equilibrium model of Klemperer and Meyer (1989), to name a few. Given functional form assumptions on the market demand curve and the firm-level variable cost curve, the assumption of (expected) profit-maximizing behavior and the assumed equilibrium model can be used to compute implied marginal costs which can then be used to estimate the firm-level marginal cost functions. Firm-level measures of the ability to exercise unilateral market power can be computed in the same manner as shown in equation (2.11) for all of these equilibrium models of competition.

This general approach of specifying functional forms for the market demand and firm-level variable cost functions and an assumed equilibrium model of competition can also be applied to multi-product firm oligopoly industries. Bresnahan (1987) specifies a discrete-choice demand structure where each individual decides whether to purchase an automobile, and if so, which model. He aggregates this discrete-choice demand structure across all consumers to derive a system of aggregate model-level demand equations. Using various assumptions about the nature of strategic interaction — specifically, price-taking competitive behavior, price-setting Nash/Stackelberg competition, or collusion among automobile producers — he estimates the parameters of this aggregate demand system along with the parameters of the product-level marginal cost functions implied by the first-order conditions for firm-level profit-
maximization implied by each assumed market equilibrium model. Bresnahan (1981) allows for a richer stochastic specification in the aggregate demand system, but follows the same basic procedure to recover estimates of product-level marginal cost functions.

Berry et al. (1995) specify a multinomial logit discrete-choice demand structure at the consumer-level and assume unobservable (to the econometrician) stochastic consumer-level marginal utilities of product attributes. These marginal utilities are assumed to be independent, non-identically normally distributed across product attributes and independent, identically distributed across consumers. Integrating individual-level purchase probabilities with respect to these normal distributions yields product-level aggregate market shares. The authors assume that the conditional indirect utility functions for each consumer contain the same vector of unobservable (to the econometrician) product characteristics, and that these product characteristics are uncorrelated with all observable product characteristics. This stochastic structure and the assumption that market-clearing prices are determined through price-setting Bertrand competition among firms induces correlation between equilibrium prices and the vector of unobserved random product characteristics in the aggregate demand system. Berry et al. (1995) propose and implement an instrumental variables estimation technique that exploits the lack of correlation between observed and unobserved product characteristics to estimate the demand system jointly with the marginal cost function using the first-order conditions for unilateral profit-maximizing product-level pricing analogous to equation (2.10).

Goldberg (1995) uses individual household-level data to estimate a flexible discrete-choice model for automobile purchases at the household level. She then uses weights giving the representativeness of each of these households in the population of US households to produce a system of aggregate demand functions for automobiles based on the choice probabilities implied by her model of household-level automobile demand. Using the assumption of the price-setting Nash/Bertrand behavior among automobile producers, she then computes implied marginal cost estimates similar to those given in (2.10), which she uses to estimate a parametric marginal cost function for each automobile model.

The most important conclusion to draw from this line of research is that the marginal cost function estimates are the direct result of the combination of the assumed functional forms for the aggregate demand and variable cost functions for the products under consideration and the assumed equilibrium model of competition among firms. The first-order conditions for profit-maximization then directly determine the implied marginal cost for that product by an equation analogous to (2.10). Because these parametric demand and cost functions are used to compute an estimate of the ability of a firm to exercise unilateral market power, compute counterfactual competitive benchmark prices, and assess the competitive effects of mergers, these three assumptions — (1) a functional form for aggregate demand and firm-level variable cost functions, (2) an equilibrium model of competition, and (3) profit-maximizing behavior — are required for these analyses as well.

3. Modeling firm behavior and market outcomes in electricity markets

This section describes how to the methods presented in the previous section can be applied to wholesale electricity markets under substantially weaker assumptions. The model of expected profit-maximizing behavior in a bid-based wholesale electricity market from Wolak (2000) forms the basis for deriving these methods and for the tests of the hypothesis of expected profit-maximizing bidding behavior proposed in Wolak (2003a, 2007). I demonstrate how the availability of bids and detailed market rules allow the econometrician to identify the underlying firm-level cost function purely through the assumption of expected profit-maximizing behavior. No functional form assumption for the aggregate demand curve or assumption about an equilibrium model of competition is necessary.

The bid data submitted to the wholesale electricity market is rich enough and the market rules are sufficiently detailed that it is possible to compute a vector composed of the bid and market outcome data that has an expected value equal to the first-order conditions from the firm’s expected profit-maximization problem. These equations can be used to recover the firm’s variable cost function and to test the assumption of expected profit-maximizing behavior. The functional form and market equilibrium assumptions required to identify a firm’s residual demand curve in Section 2 are no longer necessary because the bids and offers submitted by market participants can be used to compute the realized residual demand curve faced by each supplier in a bid-based wholesale electricity market.

3.1. A model of expected profit-maximizing bidding behavior

In bid-based markets, the amount a supplier sells and the price it is paid depends on its bids and the bids of other market participants. Because each supplier’s payment depends on the actions of all market participants, bid-based markets are special cases of the oligopoly markets described in Section 2. These markets differ from standard oligopoly markets in the ways that a supplier’s actions can influence the amount of energy it produces and the price it is paid. There are detailed market rules approved by the relevant regulatory body, the Federal Energy Regulatory Commission (FERC) in the United States, that precisely specify the manner in which bids must be submitted and how these bids are used to determine the amount each firm produces and the price it is paid for its output.

Unlike standard oligopoly markets, it is possible in all bid-based wholesale electricity markets to take the bids and offers submitted by all market participants and combine them with other inputs to the market operator, such as the physical characteristics of the transmission network, and replicate the observed market prices and quantities produced. This precise relationship between the bids suppliers submit and the amount of output they produce and the prices they are paid can be used to formulate expected profit-maximizing bidding strategies. This section outlines the model of expected profit-maximizing bidding behavior in Wolak (2000, 2003a) that is the foundation for all of the methods described in the remaining sections of the paper.

In order to present this model, I first discuss the market rules that specify how suppliers submit bids and how market prices are determined from these bids for the National Electricity Market (NEM) in Australia, because data from this market are used in the empirical work that I discuss later in this section. Although the details of these rules are specific to the NEM, I will note how this estimation and hypothesis testing procedure can be adapted to any bid-based wholesale electricity market currently operating.

In the NEM, a supplier submits 10 daily price bids and 10 half-hour quantity bids to construct the 48 half-hourly supply curves for the day for each generation unit, or genset. These price bids are required to be greater than or equal to an administratively set minimum price bid and less than or equal to an administratively set maximum price bid. Each quantity bid is required to be no greater than or equal to zero, and less than the capacity of the generation unit, and the sum of the 10 half-hourly quantity bids must be less than or equal to the capacity of the genset. These market rules imply that a NEM supplier has a daily strategy set for each genset that is a compact subset of a 490-dimensional Euclidian space — 10 daily price bids and 480 half-hourly quantity bids. Electricity generation
plants are typically composed of multiple gensets at the same location. Moreover, suppliers in wholesale electricity markets typically own multiple plants, so the dimension of a supplier's daily strategy set can easily exceed 2000–3000, but it is still a compact subset of a finite-dimensional Euclidean space because of the market rules characterizing the form of feasible price and quantity bids described above.

With bid and market outcome data, the only assumption needed to recover a generation unit-level variable cost functions is that the supplier chooses its daily price bids and half-hourly quantity bids to maximize its expected profits from participating in the wholesale electricity market that day subject to the constraints on the price and quantity bids described above. This assumption yields bid price and bid quantity moment restrictions that can be used to estimate multiple-output, generation unit-level cost functions.

Virtually all wholesale electricity markets set prices on a hourly or half-hourly basis. In the NEM, each day of market operation, \( d \), is divided into half-hour load periods denoted by the subscript \( i \) beginning with the 4:00–4:30 am period and ending with the 3:30–4:00 am period the following day. Suppliers are required to submit their price and quantity bids for the entire day by 11:00 am of the day before the energy is to be produced.

Let Firm \( A \) denote an expected profit-maximizing supplier that owns multiple gensets. Define the following variables for each day:

\[
Q_{jd}: \text{market demand in load period } i \text{ of day } d
\]

\[
SO_d(p): \text{amount of capacity bid by all other firms besides Firm } A \text{ into the market in load period } i \text{ of day } d, \text{ at price } p
\]

\[
DR_d(p) = Q_d - SO_d(p): \text{residual demand curve faced by Firm } A \text{ in load period } i \text{ of day } d, \text{ at price } p
\]

\[
QC_d: \text{fixed-price forward contract quantity for load period } i \text{ of day } d \text{ for Firm } A
\]

\[
QC_d: \text{quantity-weighted average (overall forward contracts signed for that load period and day)} \text{ fixed-price forward contract price for load period } i \text{ of day } d \text{ for Firm } A.
\]

\[
\pi_d(p): \text{variable profits to Firm } A \text{ at price } p, \text{ in load period } i \text{ of day } d
\]

\[
Q_{jd}: \text{output in load period } i \text{ from genset } j \text{ owned by Firm } A \text{ for day } d
\]

\[
Q_{jd}: \text{vector of half-hourly outputs of genset } j, \text{ for day } d
\]

\[
\beta_i: \text{parameters of daily operating cost function for genset } j
\]

\[
SA_d(p, \beta): \text{bid function of Firm } A \text{ for load period } i \text{ of day } d \text{ giving the amount it is willing to supply as a function of the price } p \text{ and bid parameter vector } \beta \text{ defined below.}
\]

I assume that market demand, \( Q_{jd} \), is completely price inelastic without loss of generality because any price-responsive demand bid into the wholesale market can be modeled as a "negawatt" supplier, using the following logic. Let \( \Delta B_d(p) \) equal the aggregate of all demand bids at price \( p \) in period \( i \) of day \( d \). Define \( \Delta S_d(p) = \Delta B_d(p) - \text{minimum allowable price} \) as the aggregate supply of "negawatts" or demand reductions relative to \( \Delta B_d(p_{\text{min}}) \), the maximum possible level of demand in period \( i \) of day \( d \). Redefining \( \Delta S_d(p) \) as the sum of all perfectly inelastic demand bids plus \( \Delta B_d(p_{\text{min}}) \), and treating \( \Delta S_d(p) \) as a supply curve, implies that the market demand can be treated as perfectly inelastic for the purposes of constructing residual demand curves.

Wholesale electricity markets differ in the number of bid parameters they allow suppliers to submit, the degree of flexibility suppliers have to alter their price and quantity bids throughout the day, and the mechanism used to determine market prices from the bids submitted, but all existing short-term wholesale electricity markets use supply curves determined by a finite-dimensional parameter vector. These differences in allowable bid functions only impact how \( \Delta S_d(p, \theta) \) depends on \( \theta \), and the dimension of \( \theta \), but do not alter the estimation procedure substantively.

The forward contract variables, \( QC_d \) and \( PC_d \), are set in advance of the day-ahead bidding process. Suppliers sign hedge contracts with large consumers or electricity retailers for a pre-determined pattern of fixed prices (or a single fixed price) throughout the day, week, or month and for a pre-determined quantity each half-hour of the day (or pattern of quantities) throughout the day, week, or month for an entire year or number of years. There is a small amount of short-term activity in the forward contract market for electricity retailers requiring price certainty for a larger or smaller than planned quantity of electricity at some point during the year, but the vast majority of a supplier’s contract position is known far in advance of the settlement dates of the contracts. Consequently, from the perspective of formulating its day-ahead expected profit-maximizing bidding strategy, the values of \( QC_d \) and \( PC_d \) for all half-hours of the day are known to the supplier at the time it submits its vector of price and quantity bids for the following day. As noted in Wolak (2000) and emphasized in Wolak (2003a, 2007), a supplier’s fixed-price forward contract obligations exert an enormous affect on its incentive to take actions to impact prices in the short-term wholesale market. Section 4 discusses this issue with respect to the question of the ability versus the incentive of a firm to exercise unilateral market power in the short-term market.

Recall that a supplier is assumed to set its half-hourly supply curves to maximize expected profits, where this expectation is taken with respect to two sources of uncertainty in the residual demand function the supplier faces each half-hour period of the following trading day. The first is due to the fact that Firm \( A \) does not know the precise form of \( SO_d(p) \), the aggregate willingness-to-supply curve submitted by all other market participants during load period \( i \) of day \( d \), when it submits its bids. The second accounts for the fact that the firm does not know the value of market demand that will set the market price when it submits its bids. As discussed in Wolak (2003a), because I am not solving for equilibrium outcomes in the multi-unit auction, I do not need to be specific about the causes of these two sources of uncertainty in the residual demand function that Firm \( A \) faces. Wolak (2003a) notes that the researcher only needs to assume that Firm \( A \) knows the joint distribution of the uncertainty in the residual demand curves and that it is bidding to maximize expected profits, where the expectation of its realized profit function is taken with respect to this joint distribution.

Let \( e_i \) equal a continuously distributed random vector parameterizing the uncertainty in Firm \( A \)'s residual demand function in load period \( i \) (\( i = 1, \ldots, 48 \)). Re-write Firm \( A \)'s residual demand function in load period \( i \) of day \( d \) accounting for this demand shock as \( DR_d(p, e_i) \). Define \( \theta = (p_1, \ldots, p_J, q_{11}, \ldots, q_{1J}, q_{21}, \ldots, q_{2J}, \ldots, q_{481}, \ldots, q_{48J}) \) as the vector of daily bid prices and quantities submitted by Firm \( A \). For the Australian NEM, there are \( K = 10 \) increments for each of the \( J \) gensets owned by Firm \( A \). As noted earlier, NEM rules require that the price bid for increment \( k \) of unit \( j \), \( p_{jk} \), is fixed for each of the \( k = 1, \ldots, K \) bids increments for each of the \( j = 1, \ldots, J \) gensets owned by Firm \( A \) for the entire day. The quantity bid in load period \( i \), for increment \( k \) of unit \( j \), \( q_{jk} \) made available to produce electricity in load period \( i \) from each of the \( k = 1, \ldots, K \) bid increments for the \( j = 1, \ldots, J \) gensets owned by Firm \( A \) can vary across the \( i = 1, \ldots, 48 \) load periods throughout the day. In the NEM, the value of \( K \) is 10, so the dimension of \( \theta \) is \( 10J + 48H10J \). All wholesale markets require that bid increments are dispatched according to the order of their bid prices, from lowest to highest, which implies that \( SA_d(p, \theta) \) is non-decreasing in \( p \).
Deriving the moment conditions necessary to estimate generation unit-level cost functions requires additional notation to represent $SA_{d}(p, \theta)$ in terms of the genset-level bid supply functions. Let

$$SA_{d}(p, \theta) = \text{the amount bid by genset } j \text{ at price } p \text{ during load period } i \text{ of day } d,$$

$$SA_{d}(p, \theta) = \sum_{j=1}^{J} SA_{d,j}(p, \theta) = \text{total amount supplied by Firm A at price } p \text{ during load period } i \text{ of day } d.$$

In terms of this notation, write the realized variable profit for Firm A during day $d$ as:

$$\Pi_{d}(\theta, \epsilon) = \sum_{i=1}^{48} \left[ DR_{d}(p_{i}(\epsilon_{i}, \theta)) p_{i}(\epsilon_{i}, \theta) - (p_{i}(\epsilon_{i}, \theta) - PC_{d}(p_{i})) QC_{d} \right] - \sum_{j=1}^{J} C_{j}(Q_{d,j} - \bar{\theta}_{j}).$$

where $\epsilon = (\epsilon_{1}, \epsilon_{2}, ..., \epsilon_{48})$ is the vector of realizations of the $\epsilon_{i}$.

The function $p_{i}(\epsilon_{i}, \theta)$ is the market-clearing price for load period $i$ for the residual demand shock realization, $\epsilon_{i}$, and daily bid vector, $\theta$. It is the solution in $p$ to the equation $DR_{d}(p_{i}) = SA_{d}(p, \theta)$. Different mechanisms for setting the prices paid to generation unit owners will result in different price functions that depend on $\epsilon_{i}$ and $\theta$. For example, a pay-as-bid auction mechanism will give rise to a different price function for each bid quantity segment that is accepted in the auction.

Because $SA_{d}(p, \theta)$ is non-decreasing and $DR_{d}(p_{i})$ is non-increasing in $p$, the equilibrium price is unique with probability one if the joint distribution function of $\epsilon_{i}$ is continuous. To economize on notation in the discussion that follows, I abbreviate $p_{i}(\epsilon_{i}, \theta)$ as $p_{i}$.

The first term in (3.1) is the daily total revenue received by Firm A for selling the energy it produces in the spot market. The last term is the daily total operating cost to produce the electricity sold. The middle term is the payment made by Firm A if the spot price exceeds the contract price, or received by Firm A if the contract price exceeds the spot price. Forward financial contracts typically settle through these so-called "difference payments" between the buyer and seller of the contract. Under this forward contract settlement scheme, the short-term market operator simply pays for all energy produced and charges for all energy withdrawn from the network at the short-term market price. The market and system operator does not need to know the forward financial contract arrangements between market participants.

Except for the difference payments and the fact that there are 48 half-hour periods in the day, equation (3.1) looks exactly like equation (2.7) for the standard oligopoly model. However, all of the variables in (3.1) except $C_{j}(Q_{d,j} - \bar{\theta}_{j})$, the daily variable cost function for generation unit $j$, are directly observable given the bid data, market outcome data and forward contract data. The residual demand curve, which required a functional form assumption on the market demand function and a quantity-setting Cournot equilibrium model of firm behavior in equation (2.7), can be directly computed from the bids submitted by all market participants for the purposes of computing equation (3.1).

The supplier's expected profit-maximizing bidding strategy maximizes the expected value of $\Pi_{d}(\theta, \epsilon)$ with respect to $\theta$, subject to the constraints that all bid quantity increments, $q_{ijk}$, must be greater than or equal to zero and less than the capacity of the unit for all load periods, $i$, bid increments, $k$, and gensets, $j$, and that for each genset the sum of the bid quantity increments during each half-hour period is less than the capacity, $CAP_{j}^{max}$. All dollar price increases must be greater than $99999.99$/MWh and less than $10,000$/MWh, where all dollar magnitudes are in Australian dollars. All of these constraints can be written as linear combinations of the elements of $\theta$.

In terms of the above notation, the mathematical program characterizing the firm's expected profit-maximizing bidding strategy can be written as:

$$\max_{\epsilon} E_{\epsilon}(\Pi_{d}(\theta, \epsilon)) \text{ subject to } b_{ij} \geq R\theta \geq b_{ij}$$

(3.2)

where $E_{\epsilon}(\cdot)$ is the expectation with respect to the joint distribution of $\epsilon$. The matrix $R$ embodies that the linear inequality constraints on the elements of $\theta$ described above. Fig. 1 provides a graphical illustration of the construction of the expected profit-maximizing value of $\theta$. This figure graphs four of the many possible residual demand curve realizations, $DR_{d}(p), ..., DR_{d}(p)$; the bid curve of Firm A; and the aggregate marginal cost function for Firm A.1 For each of the four residual demand curves displayed in Fig. 1, the associated market-clearing prices and quantities that result from the intersection of $SA_{d}(p, \theta)$ with each of these residual demand curve realizations are shown.

Given Firm A's cost function, the variable profits for each residual demand curve realization can be computed. The solution to (3.2) is the set of values of $\theta$, the vector of bid prices and quantities, that maximizes the expected value of realized profits taken with respect to the joint distribution of $\epsilon$, the vector of residual demand curve shocks.

The first-order conditions for this optimization problem are:

$$\frac{\delta E_{\epsilon}(\Pi_{d}(\theta, \epsilon))}{\delta \theta} = R' \lambda = R' \mu,$$

$$R\theta \geq b_{ij}, b_{ij} \geq R\theta.$$  

(3.3)

If $(R\theta - b_{ij}) > 0$, then $\mu_{k} = 0$ and $(R\theta - b_{ij}) < 0$, then $\lambda_{k} = 0$, where $(X)_{k}$ is the $k$th element of the vector $X$ and $\mu_{k}$ and $\lambda_{k}$ are the $k$th elements of the vectors of Kuhn–Tucker multipliers, $\mu$ and $\lambda$. If all of the inequality constraints associated with an element of $\theta$, say $p_{k}$, slack, then the first-order condition reduces to:

$$\frac{\delta E_{\epsilon}(\Pi_{d}(\theta, \epsilon))}{\delta p_{k}} = 0$$

(3.4)

where $\theta_{d}$ is the value of $\theta$ chosen for day $d$. All of the daily price bids associated with Firm A's gensets over the sample period used in Wolak (2003a, 2007) lie in the interior of the interval of feasible price bids, which implies that all price bids satisfy the first-order conditions given in (3.4) for all days, $d$, gensets, $j$, and daily bid increments, $k$. In Wolak (2003a, 2007), Firm A operates 7 units and each of them has 10 bid increments, which implies 70 daily price moment restrictions. A different number of generation units and bid increments would imply a different number of price moment conditions. These first-order conditions for daily expected profit-maximization with respect to Firm A's choice of the vector of daily price increments can be used to estimate the parameters of the genset-level variable cost functions.

The first-order conditions with respect to the bid price increments can also be used to estimate these variable cost functions. There are two conditions that must hold for the quantity bid associated with bid increment $k$ from unit $j$ in load period $i$, $q_{ijk}$, to yield a first-order condition of the form:

---

1 The assumption of a continuous distribution for $\epsilon$ implies there is an uncountable number of possible residual demand curve realizations.
These conditions are: 1) the value of $q_{ijk}$ is strictly greater than zero, and 2) the sum of the $q_{ijk}$ over all bid increments $k$ for unit $j$ in load period $i$ is strictly less than the capacity of the unit.

To implement this approach, define the following two indicator variables:

$$y_{ijk} = 1 \text{ if } q_{ijk} > 0 \text{ and zero otherwise}$$

$$z_{ij} = 1 \text{ if } \sum_{k=1}^{10} q_{ijk} < \text{CAP}_{j}^{\text{max}} \text{ and zero otherwise}$$

Because suppliers can and often do produce more than the nameplate capacity of their generation unit, I assume that $\text{CAP}_{j}^{\text{max}}$ of the generation unit is the sample maximum half-hourly amount of energy produced from that unit over all half-hours during the sample period. This definition of the indicator variables $y_{ijk}$ and $z_{ij}$ implies the following quantity bid increment moment restrictions for all $JK$ quantity bid increments:

$$\frac{1}{48} \sum_{i=1}^{48} y_{ijk} z_{ij} \frac{\partial E_{i}(\Pi_{d}(\theta_{d}, \epsilon))}{\partial q_{ijk}} = 0.$$  \hspace{1cm} (3.8)

For cases considered in Wolak (2003a, 2007), there are 70 additional moment restrictions from the first-order conditions for the 70 quantity increments, as long as the population means of the $y_{ijk}$ and $z_{ij}$ are non-zero.

Wolak (2007) shows that there are also moment inequality restrictions implied by expected profit-maximizing bidding behavior and that they form the basis for a specification test of the assumption of expected profit-maximizing bidding behavior. Recall the definitions of $y_{ijk}$ and $z_{ij}$. If $q_{ijk}$ is such that $y_{ijk} = 0$ and $z_{ij} = 1$, then the following moment inequality restriction holds:

$$\frac{\partial E_{i}(\Pi_{d}(\theta_{d}, \epsilon))}{\partial q_{ijk}} \leq 0$$ \hspace{1cm} (3.9)

If $q_{ijk}$ is such that $y_{ijk} = 1$ and $z_{ij} = 0$, then the following moment inequality restriction holds:

$$\frac{\partial E_{i}(\Pi_{d}(\theta_{d}, \epsilon))}{\partial q_{ijk}} \geq 0$$ \hspace{1cm} (3.10)

This implies the following moment inequality restrictions for all 70 quantity bid increments on a daily basis:

$$\frac{1}{48} \sum_{i=1}^{48} (y_{ijk} - z_{ij}) \frac{\partial E_{i}(\Pi_{d}(\theta_{d}, \epsilon))}{\partial q_{ijk}} \geq 0$$ \hspace{1cm} (3.11)

which should be greater than or equal to zero if the quantity increments are chosen to maximize expected daily profits.

### 3.2. Implementation of estimation and testing procedures

Deriving a procedure to recover the genset-level daily operating cost function from the first-order conditions for expected profit-maximizing bidding behavior is complicated by the fact that even though $E_{i}(\Pi_{d}(\theta_{d}, \epsilon))$ is differentiable with respect to $\theta$, the daily realized profit function, $\Pi_{d}(\theta_{d}, \epsilon)$, is not. The bid functions in the NEM are step functions, which implies that the residual demand curve each supplier faces is non-differentiable, because $\text{DR}_{d}(p) = \text{Q}_{sd} - \text{SO}_{d}(p)$.
Wolak (2003a, 2007) use a flexible smoothing procedure to construct a differentiable approximation to $P_i^d(\theta, \epsilon)$ that is indexed by a smoothing parameter, $h$. Let $P_i^d(\theta, \epsilon)$ equal the differentiable version of Firm A’s daily variable profit function. When $h = 0$, there is no approximation because $P_i^d(\theta, \epsilon) = \Pi_i(\theta, \epsilon)$. Using this smooth, differentiable approximation to $P_i^d(\theta, \epsilon)$, the order of integration and differentiation can be switched in the first-order conditions for expected profit-maximizing bidding behavior to produce the equality

$$\frac{\partial E_i \left[ \Pi_i^d(\theta, \epsilon) \right]}{\partial \epsilon} \bigg|_{h=0} = E_i \left[ \frac{\partial \Pi_i^d(\theta, \epsilon)}{\partial \epsilon} \right] \bigg|_{h=0} \quad (3.12)$$

Note that because the distribution of $\epsilon$ is assumed to be continuous, the derivatives on the left-hand side of (3.12) exist.

For the elements of $\theta$ which the linear inequality constraints in (3.2) are not binding, the corresponding element of the vector on the right-hand side of (3.12) is equal to zero, so the value of $\frac{\partial \Pi_i^d(\theta, \epsilon)}{\partial \epsilon}$ for each day in the sample period can be used to form a sample moment condition. Wolak (2003a, 2007) demonstrates that solving for the cost function parameters $(\beta_0, \beta_1, \ldots, \beta_f)$ that make these sample moment restrictions as close to zero as possible yields a consistent estimate of these parameters if $h$ tends to zero as the sample size grows arbitrarily large.

This differentiable version of $P_i^d(\theta, \epsilon)$ is constructed as follows. First, a differentiable residual demand function facing Firm A that allows for both sources of residual demand uncertainty is constructed as:

$$DP_i^d(p, \epsilon_i) = Q_0(p, \epsilon_i) - SO_i^d(p, \epsilon_i) \quad (3.13)$$

where the smoothed aggregate bid supply function of all other market participants besides Firm A in load period $i$ is equal to

$$SO_i^d(p, \epsilon_i) = \sum_{n=1}^{N} \sum_{k=1}^{10} q_{0nk} \Phi((p - p_{0nk})/h). \quad (3.14)$$

$q_{0nk}$ is the $k$th bid increment of genset $n$ in load period $i$ and $p_{0nk}$ is the bid price for increment $k$ of genset $n$, where $N$ is the total number of gensets in the market excluding those owned by Firm A. Although the $q_{0nk}$ and $p_{0nk}$ change on a daily basis, I suppress the subscript $d$ from both of these variables to reduce notational clutter. $\Phi(t)$ is the standard normal cumulative distribution function and $h$ is the smoothing parameter. This parameterization of $SO_i^d(p, \epsilon_i)$ smooths the corners on the step-function bid curves of all other market participants besides Firm A to create a supply function that is differentiable in $p$.

The degree of smoothing depends on the value of $h$. Smaller values of $h$ introduce less smoothing. For $h = 0$, the procedure reproduces the original step-function residual demand curve as is required for $P_i^d(\theta, \epsilon) \bigg|_{h=0} = \Pi_i(\theta, \epsilon)$ to hold. This same procedure is used to make $SA_i(p, \beta)$ differentiable with respect to both the market price, $p$, and $\theta$.

In terms of the smooth and realized profit function, the sample moment restriction for bid price increment $i$ of genset $s$, is:

$$\frac{\partial \Pi_i^d(\theta, \epsilon)}{\partial p_i} = \sum_{i=1}^{48} \left[ \left( DR_i^h(p_i(\epsilon_i, \theta), \epsilon_i) \right) \frac{\partial p_i(\epsilon_i, \theta)}{\partial \epsilon} \right] + \left( DR_i^h(p_i(\epsilon_i, \theta), \epsilon_i) - Q_0(p_i(\epsilon_i, \theta)) \right) \frac{\partial SO_i^d(p_i(\epsilon_i, \theta))}{\partial \epsilon} \frac{\partial \epsilon}{\partial p_i} - \sum_{j=1}^{48} \left( \frac{\partial SA_j(p_i(\epsilon_i, \theta))}{\partial \epsilon} \frac{\partial \epsilon}{\partial p_i} \right) \quad (3.15)$$

where $p_i$ is shorthand for the market-clearing price in load period $i$.

The terms in $(\partial p_i^h(\epsilon_i))/\partial p_i$ and $(\partial \epsilon)/\partial p_i$ capture the details of how elements of $\theta$, the bid parameters submitted by Firm A, impact market prices. Wolak (2003a, 2007) derive expressions for these terms for a uniform-price wholesale market.

By the assumption of expected profit-maximizing choice of the price bid increments:

$$\lim_{h \to 0} E_i \left[ \frac{\partial \Pi_i^d(\theta, \epsilon)}{\partial p_i} \right] = 0. \quad (3.16)$$

For the cases in Wolak (2003a, 2007), let $\epsilon_{0d}(\beta, h)$ denote the 70-dimensional vector of partial derivatives — ten bid price increments for seven gensets — given in (3.15), where $\beta$ is the vector composed of $\beta_j$ for $j = 1, \ldots, f$. Assuming that the functional form for $C_j(Q, \beta_j)$ is correct for all gensets, the first-order conditions for expected profit-maximization with respect to the 70 daily bid prices imply that $E(\epsilon_{0d}(\beta, h))_{h=0} = 0$, where $\beta^0$ is the true value of $\beta$. Consequently, solving for the value of $b$ that minimizes:

$$\left[ 1 \sum_{d=1}^{D} \epsilon_{0d}(b, h) \right] \left[ \frac{1}{D} \sum_{d=1}^{D} \epsilon_{0d}(b, h) \right]^{-1} \quad (3.17)$$

will yield a consistent estimate of $\beta$ as both $D$ tends to infinity and $h$ tends to zero, where $D$ is the total number of days in the sample period. Wolak (2001) describes the technical conditions necessary for the consistency and asymptotic normality of this smoothed estimation problem for the case of multi-unit auctions with step-function bids.

Let $b(l)$ denote this consistent estimate of $\beta$, where “$l$” denotes the fact that the identity matrix is used as the generalized method of moments (GMM) weighting matrix. Wolak (2001) describes how to construct $V_{0d}(b(l), h)$, a consistent estimate of the optimal GMM weighting matrix using the $b(l)$ that accounts for potential heteroscedasticity in the covariance matrices of the $\epsilon_{0d}(\beta^0, h)$ across observations. The optimal GMM estimator finds the value of $b$ that minimizes

$$\left[ 1 \sum_{d=1}^{D} \epsilon_{0d}(b, h) \right] V_{0d}(b(l), h) \left[ 1 \sum_{d=1}^{D} \epsilon_{0d}(b, h) \right]^{-1} \quad (3.18)$$

as $h$ tends to zero. Let $b(0)$ denote this estimator, where “$0$” denotes the fact this estimator is based on a consistent estimate of the optimal weighting matrix.

Wolak (2007) discusses how to incorporate the quantity bid moment restrictions to estimate the elements of $\beta$. For the case discussed in Wolak (2003a, 2007), this provides 70 additional moment restrictions that can be used to estimate the parameters of the genset-level variable cost function and test the assumption of expected profit-maximizing bidding behavior. Define $\varphi_{d}(\beta, h)$ as the 140-dimensional vector of daily price and quantity moments. Expected profit-maximizing behavior implies that $E(\varphi_{d}(\beta^0, h))_{h=0} = 0$. Repeating the logic given in equations (3.17) and (3.18), the optimal GMM estimator of the parameters of the cost functions that incorporates both the price and quantity moment conditions can be derived.

A test of the hypothesis of expected profit-maximizing behavior is equivalent to a test of the over-identifying price and quantity moment restrictions. In particular, if the dimension of $\beta$, the vector of parameters of the cost function, is smaller than the number of moment restrictions used to estimate it, then Hansen’s (1982) test for the validity of the over-identifying moment restrictions is a test of the null hypothesis of expected profit-maximizing behavior. Wolak (2003a) implements this test and fails to reject the null hypothesis for single period variable cost functions. Wolak (2007)
implements this test based on the price moment restrictions only and the combination of the price and quantity moment restrictions for daily variable cost functions and fails to reject the null hypothesis in both instances.

An alternative approach to examining the validity of the moment restrictions implied by expected profit-maximizing behavior is to compute values for the marginal cost of each genset using engineering data on the efficiency of the generation unit and input prices. The efficiency with which heat energy is converted to electrical energy – the heat rate – is typically reported in terms of British Thermal Units (BTU) of heat energy consumed per kilowatt-hour (KWh) of electricity produced. Using the price of the input fuel in $/BTU it is then possible to compute a $/KWh variable cost figure. The regulated or government-owned history of the electricity supply industry in all countries implies there is typically accurate information available on the average heat rates of generation units and other variable operating costs. These can be used to compute marginal cost estimates for each generation unit owned by Firm A. Inserting these marginal cost estimates in place of \( \varphi D \) in smoothed first-order conditions for expected profit-maximizing bid price and quantity choice yields sample moment restrictions that should have population values equal to zero when evaluated at \( h = 0 \). This is equivalent to assuming that the true value of \( \beta \) is known so that the test statistic for expected profit-maximizing behavior becomes

\[
\left[ 1 \frac{D}{\sum d=1} u_d(\varphi D, h) \right]' \frac{V_0(\varphi D, h)^{-1}}{1 \frac{D}{\sum d=1} u_d(\varphi D, h)},
\]

which is asymptotically distributed as a chi-squared random variable with degrees of freedom equal to the rank of \( V_0(\varphi D, h) \) under the null hypothesis of expected profit-maximizing behavior.

To examine the empirical validity of the identity constraints moment restrictions implied by the expected profit-maximizing choice of the 70 quantity bids in Wolak (2007), compute the following magnitude for each genset \( s \) and bid increment \( t \):

\[
M^2 d_1(\theta, t, e) = \frac{1}{48} \sum_{i=1}^{48} \frac{\partial \Pi d_1(\theta, t, e)}{\partial q_{st}}
\]

where \( \Pi d_1(\theta, t, e) \) is 70-dimensional vector composed of the values of \( M^2 d_1(\theta, t, e) \) for genset \( s \) \( (s = 1, \ldots, 7) \) and bid increment \( t \) \((t = 1, \ldots, 10) \). The expected profit-maximizing choice of the quantity bids implies that \( E(\Pi d_1(\theta, t, e))_{h=0} \geq 0 \). Evaluating this vector at a consistent estimate of the parameters of the cost functions allows the construction of a test of the null hypothesis that the population value of each of these moment restrictions is greater than or equal to zero. Wolak (2007) implements this test for a supplier in the NEM and finds no statistically significant evidence against the null hypothesis of the validity of these population moment inequalities.

4. Measuring unilateral market power in wholesale electricity markets

This section demonstrates how direct measures of the ability and incentive of suppliers to exercise unilateral market power can be computed using bid and market outcome data from wholesale electricity markets. Because the residual demand curve faced by a firm in a bid-based wholesale electricity market can be computed from the bids and offers submitted by all market participants besides the one under consideration, it is possible to compute an estimate of the inverse of the elasticity of the residual demand curve faced by a supplier without any assumptions on the functional form of the aggregate demand curve or the assumed model of equilibrium outcomes, the two assumptions needed to compute the inverse of the elasticity of the residual demand curve given in equation (2.11).

The only complication with directly computing \(-1/e(p)\), the inverse of the elasticity of the residual demand curve faced by firm \( i \) evaluated at price \( p \), results from the fact that residual demand curves are non-increasing step functions. This implies that the researcher must choose a value for the percentage change in price the market-clearing price or the percentage change in quantity from the market-clearing quantity in order to compute \(-1/e(p)\). Assumptions about the magnitude of the price or quantity change only alter the interpretation given to \(-1/e(p)\).

Exercising market power requires withholding or increasing output to exploit a downward sloping residual demand curve. Therefore, to compute \(-1/e(p)\) the researcher should use a quantity change that it is reasonable to believe a supplier would find profitable to make. Quantity changes no larger than 10 percent in the upward or downward direction are reasonable based on this criterion. If the researcher chose a 10 percent quantity reduction relative to the firm’s actual output, then the inverse of the elasticity of the residual demand curve for Firm A during period \( i \) of day \( d \) at price \( p_d \) is equal to:

\[
-1/e_{id}(p) = 0.10(p^*_{id} - p_d)/p_d.
\]

Table 2 computes the annual average of the hourly values of the inverse of the elasticity of the residual demand curve for each of the five suppliers. Table 2 also lists the annual standard deviation of these hourly values. Several conclusions emerge from this table. First, the annual average values of the inverse elasticities are significantly higher for Endesa and Iberdrola than for the other three suppliers, which imply that these two firms have a significantly higher ability to exercise unilateral market power than the other firms. Because these two firms have substantial fixed-price
retail load and forward contract obligations relative to the amount of electricity they produce during this time period, these two firms have little incentive to exploit their ability to raise market prices.

A second conclusion is the fact that Iberdrola appears to have experienced a significant decline in its ability to exercise unilateral market power from 2001 to 2004. In particular, the average value of the inverse elasticity in 2001 was 2.19, whereas the average value in 2004 was 1.18, an almost 50 percent reduction in its ability impact the market price through its unilateral actions. On the other hand, Endessa experienced virtually no decline in its ability to influence the market price from 2001 to 2004. The average value of its inverse elasticity in 2001 was 1.98 and the average value in 2004 was 1.92. The remaining three firms all experienced little, if any, reduction in their ability to exercise unilateral market power from 2001 to 2004.

Figs. 3 and 4 plot the annual hourly means of the inverse elasticities for Endessa and Iberdrola for each of the 24 h of the day. These figures yield a third conclusion: The reductions in the ability of Iberdrola to exercise unilateral market power from 2001 to 2004 are constant across hours of the day and for Endessa the annual hourly values are roughly constant across the four years.

It is important to note that values of \(-1/e(\pi)\) greater than 1 are not inconsistent with expected profit-maximizing behavior. First, this magnitude only measures the ability of the supplier to raise or lower market prices by withholding or increasing output, respectively, not the supplier’s incentive to do so. These two concepts differ because the fixed-price forward market obligations of a supplier, either in the form of fixed-price forward contracts or fixed-price retail load obligations, significantly reduce the incentive to exercise unilateral market power. Second, even if a supplier has no fixed-price forward contract obligations, values of \(-1/e(\pi)\) greater than 1 are consistent with expected profit-maximizing bidding behavior because all residual demand curve realizations that a supplier faces are step functions and firms choose the parameters of their willingness-to-supply curve to maximize their expected profits. Hortacsu and Puller (2008) test and reject a much stronger restriction that is not implied by expected profit-maximizing bidding behavior: that the equation \([p_f - C(DR_0(p_f))]/p_f = -1/e(\pi)\) holds for all residual demand curve realizations and all price and quantity pairs along the firm’s willingness-to-supply function. Consequently, the correct conclusion to draw from the Hortacsu and Puller empirical results is that their simplified model of expected profit-maximizing bidding behavior is inconsistent with the ERCOT market rules, not that suppliers do not maximize expected profits.

As discussed in Wolak (2000, 2003a, 2007), a supplier’s incentive to exercise unilateral market power can differ dramatically from its ability to exercise unilateral market power due to fixed-price forward market obligations. For example, a supplier that has sold 500 MWh of energy to be delivered during a pre-specified hour in the future for $35/MWh has an incentive to minimize its cost of supplying that quantity of energy because the revenues it earns from producing 500 MWh during this hour are fixed through the difference payment mechanism associated with the supplier’s fixed-price forward contract obligations. If the short-term price, \(p\), is above $35/MWh, then the supplier must make the payment \((p - 35) \times 500\) to the buyer of the forward contract, which implies that any revenues on the 500 MWh of sales at a short-term price above the forward contract price are made in difference payments to the buyer of the contract. Conversely, if the short-term price is below the forward contract price, then the buyer of the contract is obligated to make the payment \((35 - p) \times 500\) to the supplier, so that any revenues below the forward contract price for the 500 MWh of sales at a short-term price below the forward contract price are made up for by difference payments by the buyer of the contract.

This logic implies that a supplier with a significant ability to exercise unilateral market power that has a fixed-price forward market obligation of 500 MWh and only expects to sell 400 MWh of energy in the short-term market will use this ability to exercise unilateral market power to reduce the short-term price and thereby reduce the cost of purchasing the 100 MWh difference between its fixed-price forward market obligation and its sales in the short-term market. If this supplier expects to sell 500 MWh in the short-term market, it has no incentive to exercise unilateral market

<table>
<thead>
<tr>
<th>Year</th>
<th>Endessa Mean</th>
<th>SD</th>
<th>Iberdrola Mean</th>
<th>SD</th>
<th>Union Fenosa Mean</th>
<th>SD</th>
<th>Hidro D.C. Mean</th>
<th>SD</th>
<th>Viesgo Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>1.975</td>
<td>1.305</td>
<td>2.191</td>
<td>2.794</td>
<td>0.520</td>
<td>0.518</td>
<td>0.310</td>
<td>0.362</td>
<td>0.228</td>
<td>0.277</td>
</tr>
<tr>
<td>2002</td>
<td>1.842</td>
<td>3.224</td>
<td>2.408</td>
<td>4.419</td>
<td>0.530</td>
<td>2.648</td>
<td>0.355</td>
<td>2.501</td>
<td>0.261</td>
<td>2.479</td>
</tr>
<tr>
<td>2003</td>
<td>2.079</td>
<td>2.987</td>
<td>1.859</td>
<td>3.091</td>
<td>0.612</td>
<td>2.236</td>
<td>0.391</td>
<td>1.937</td>
<td>0.231</td>
<td>1.583</td>
</tr>
<tr>
<td>2004</td>
<td>1.918</td>
<td>1.271</td>
<td>1.186</td>
<td>0.892</td>
<td>0.465</td>
<td>0.469</td>
<td>0.316</td>
<td>0.379</td>
<td>0.197</td>
<td>0.230</td>
</tr>
</tbody>
</table>

Fig. 3. Annual average hourly values of \(-1/e(\pi)\) for Endessa.

Table 1

<table>
<thead>
<tr>
<th>Firm</th>
<th>Coal</th>
<th>Gas</th>
<th>Hydro</th>
<th>Nuclear</th>
<th>Oil</th>
<th>Total</th>
<th>Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>Endessa</td>
<td>5521</td>
<td>1406</td>
<td>5293</td>
<td>3511</td>
<td>1700</td>
<td>17480</td>
<td>38%</td>
</tr>
<tr>
<td>Iberdrola</td>
<td>1189</td>
<td>2370</td>
<td>8676</td>
<td>3213</td>
<td>1741</td>
<td>17190</td>
<td>37%</td>
</tr>
<tr>
<td>Union Fenosa</td>
<td>1946</td>
<td>0</td>
<td>1778</td>
<td>702</td>
<td>747</td>
<td>5173</td>
<td>11%</td>
</tr>
<tr>
<td>Other</td>
<td>864</td>
<td>1607</td>
<td>664</td>
<td>718</td>
<td>3853</td>
<td>8%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>11043</td>
<td>5770</td>
<td>16954</td>
<td>7581</td>
<td>4966</td>
<td>46314</td>
<td></td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Year</th>
<th>Endessa Mean</th>
<th>SD</th>
<th>Iberdrola Mean</th>
<th>SD</th>
<th>Union Fenosa Mean</th>
<th>SD</th>
<th>Hidro D.C. Mean</th>
<th>SD</th>
<th>Viesgo Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>1.975</td>
<td>1.305</td>
<td>2.191</td>
<td>2.794</td>
<td>0.520</td>
<td>0.518</td>
<td>0.310</td>
<td>0.362</td>
<td>0.228</td>
<td>0.277</td>
</tr>
<tr>
<td>2002</td>
<td>1.842</td>
<td>3.224</td>
<td>2.408</td>
<td>4.419</td>
<td>0.530</td>
<td>2.648</td>
<td>0.355</td>
<td>2.501</td>
<td>0.261</td>
<td>2.479</td>
</tr>
<tr>
<td>2003</td>
<td>2.079</td>
<td>2.987</td>
<td>1.859</td>
<td>3.091</td>
<td>0.612</td>
<td>2.236</td>
<td>0.391</td>
<td>1.937</td>
<td>0.231</td>
<td>1.583</td>
</tr>
<tr>
<td>2004</td>
<td>1.918</td>
<td>1.271</td>
<td>1.186</td>
<td>0.892</td>
<td>0.465</td>
<td>0.469</td>
<td>0.316</td>
<td>0.379</td>
<td>0.197</td>
<td>0.230</td>
</tr>
</tbody>
</table>
power, regardless of its ability to do so, because its short-term market sales equal its fixed-price forward market obligation. Only a supplier who expects to sell more than its fixed-price forward market obligation in the short-term market has an incentive to use its ability to exercise unilateral market power to raise the short-term price. Wolak (2000) provides a detailed discussion of the impact of a supplier’s fixed-price forward market obligations on its incentive to exercise unilateral market power.

Consistent with the above logic, Wolak (2000) introduces the following measure of the incentive of a supplier to exercise unilateral market power. Define the residual demand curve net of the supplier’s fixed-price forward market obligations as \( DR_{id}(p) = (DR_{uid}(p) - Q_{Cid}) \). Note that depending on the value of the short-term price, \( DR_{id}(p) \) can be either positive or negative because the supplier’s fixed-price forward market obligations, \( Q_{Cid} \), do not depend on the short-term market price. The inverse elasticity of the residual demand curve net of the Firm A’s fixed-price forward market obligations measures the incentive it has to withhold output in order to raise the short-term market price (a large positive value) and increase output to in order to lower the short-term market price (a large, in absolute value, negative value).

In terms of the above notation, the net-of-forward-contracts inverse elasticity of the residual demand curve for a ten-percent quantity change is defined as

\[
-1/e_{id}(p) = 0.10 \left( p^{C\ast}_{id} - p_{id} \right) / p_{id},
\]

(4.2)

where \( p^{C\ast}_{id} \) is the lowest price such that \( DR_{uid}(p) \), the net-of-forward-contract residual demand of Firm A, is less than 90 percent of its value at the market-clearing price. Mathematically, \( p^{C\ast}_{id} \) is the lowest price \( p \) such that \( DR_{uid}(p) \leq 0.9 \times DR_{id}(p_{id}) \). If \( Q_{Cid} \) is a substantial fraction of \( DR_{uid}(p_{id}) \), then a 10 percent reduction in \( DR_{uid}(p) \) gives rise to a very small percentage price increase, implying a very small value for \(-1/e_{id}(p)\).

These measures of the ability and incentive to exercise unilateral market power are related by the following equation:

\[
-1/e_{id}(p) = -1/e_{id}(p) \left[ (DR_{id}(p_{id}) - Q_{Cid}) / DR_{id}(p_{id}) \right].
\]

(4.3)

The numerator of \( (DR_{id}(p_{id}) - Q_{Cid}) / DR_{id}(p_{id}) \) is the firm’s exposure to spot market prices and the denominator is the firm’s total production and sales in the short-term market during load period \( i \) of day \( d \). In most wholesale electricity markets, the ratio of the firm’s exposure to spot market prices divided by its total production during the hour is typically less than 0.30 and can often be less than 0.20. This implies that \(-1/e_{id}(p)\) can be 5 times the value of \(-1/e_{id}(p)\), implying that the incentive to withhold output in order to raise the market price can be significantly less than the ability to withhold output in order to raise prices, because the supplier has substantial fixed-price forward contract obligations.

In most markets, a supplier’s fixed-price forward market obligations are treated as confidential, so it is only possible to compute \(-1/e_{id}(p)\) given bid and market outcome data. Fortunately for researchers, but unfortunately for California consumers, the levels of fixed-price forward contract obligations of the five largest suppliers in California were known for the period April 1998 to December 2000. As discussed in detail in Wolak (2003c), the three largest investor-owned load-serving entities in California — Southern California Edison, San Diego Gas and Electric, and Pacific Gas and Electric — together signed virtually no fixed-price forward contracts with the five largest fossil-fuel suppliers in California. Consequently, \(-1/e_{id}(p)\) provides an accurate measure of both the ability and incentive of these five suppliers to exercise unilateral market power in the California market during this time period.

Wolak (2003b) computes hourly values of the inverse of the elasticity of the residual demand curve of the five largest suppliers in the California real-time energy market during the four-month period from June 1 to September 30 for 1998, 1999 and 2000. This calculation is done only for hours during this four-month period in which there is no transmission congestion that could shrink the size of the market in which any supplier might compete in and therefore increase \(-1/e_{id}(p)\) substantially. Because the incidence of congestion in 2000 was substantially higher than in 1998 or 1999 this sample selection procedure biases against a finding of higher values of \(-1/e_{id}(p)\) for the four months of 2000. This analysis also excludes hours when market prices are below $20/MWh, because this price is estimated to be less than the lowest variable cost of the units owned by these five suppliers. Because input fuel costs are significantly higher in 2000 relative to 1998 and 1999, this assumption also biases against a finding of substantially higher values of \(-1/e_{id}(p)\) in 2000 relative to 1998 and 1999.

Wolak (2003b) reports the average hourly value of the inverse of the firm-level residual demand elasticity over the period June 1 to September 30 of each year as a summary measure of the extent of unilateral market power possessed by each supplier. Table 3 reproduces the results of this analysis. Despite the two assumptions that bias against a finding of higher values of \(-1/e_{id}(p)\) in 2000 relative to 1998 and 1999, for each firm the average value of this measure of unilateral market power is an order of magnitude higher in 2000 than the average values in 1998 and 1999. Including hours with congestion in the analysis and excluding only hours with market prices below the lowest variable cost not owned by these five firms in each year makes the differences between the firm-level average values of \(-1/e_{id}(p)\) for 2000 relative to 1998 and 1999 substantially larger.

These firm-level results are consistent with the view that the enormous increase in prices in the California market beginning in June of 2000 documented in Borenstein et al. (2002) was due to a substantial increase in the ability of the five large suppliers in California to exercise unilateral market power during the summer of 2000. Wolak (2003c) documents the factors that led to this increased ability to exercise unilateral market power. The many investigations of the causes of the California Electricity Crisis have failed to uncover evidence that these five suppliers coordinated their actions to raise prices in the California market. The changes in these firm-level measures of market power suggest that coordinated actions by suppliers were unnecessary to bring about the substantial price increases that occurred during the period June 1, 2000 to September 30, 2000. The results in Table 3 are consistent with the enormous price increases in the summer of 2000 relative to the summers of 1998 and 1999 being the result of the unilateral expected profit-maximizing response of each of the five suppliers to the bidding behavior of all other market participants in the California market.

McRae and Wolak (2009) compute measures of the unilateral ability and incentive to exercise unilateral market power for the four
largest suppliers in the New Zealand wholesale electricity market. Because a hydroelectric dominated system like New Zealand’s can sometimes have extremely low or even negative prices caused by sustained periods with large water inflows, a large value of the inverse elasticity of a supplier’s residual demand curve can occur not because a supplier can increase the market price by changing its output level, but simply because the market price is extremely small and even a small $/MWh price increase is a large percentage of a small market price. For this reason, McRae and Wolak define the inverse semi-elasticity of Firm A’s residual demand curve as 

\[ \eta_{id} = \frac{-1}{100} \times \frac{(DR_{id}(p_{id}))}{(DR_{id}(p_{id}))} \]

which gives the $/MWh price increase associated with a one percent reduction in Firm A’s output, and the inverse semi-elasticity of Firm A’s net-of-forward contract residual demand curve as 

\[ \eta_{id}^* = \frac{-1}{100} \times \frac{(DR_{id}^*(p_{id}))}{(DR_{id}^*(p_{id}))} \].

Similar to the case of the two inverse elasticities, these two measures are related by the equation: 

\[ \eta_{id}^* = \eta_{id} \times \frac{(DR_{id}(p_{id}) - Q_{Cd})}{(DR_{id}(p_{id}))} \].

McRae and Wolak find that half-hourly market prices are highly correlated with the value of the average of the four firm-level half-hourly values of these measures of the ability and incentive to exercise unilateral market power over the period January 2001 through May 2008. Moreover, McRae and Wolak (2009) find a strong positive predictive relationship between \( \eta_{id} \) and the half-hourly value of the firm-level inverse semi-elasticity of the residual demand curve, and the half-hourly offer price (the highest accepted price step on the supplier’s half-hourly willingness-to-supply curve) submitted by that firm during that same half-hour period. McRae and Wolak find an even stronger positive predictive relationship between \( \eta_{id}^* \), the half-hourly value of the firm-level inverse semi-elasticity of the net-of-fixed-price-forward-market-obligations residual demand curve, and that supplier’s half-hourly offer price. These results are consistent with the logic that during half-hours when a supplier has a greater ability or incentive to exercise unilateral market power by raising the market-clearing price, that supplier submits a higher offer price. Because the half-hourly values of \( \eta_{id}^* \) for some suppliers are often negative, the second set of empirical results imply that lower values of the supplier’s offer price are associated with larger (in absolute value) negative values of \( \eta_{id}^* \). Running firm-level regressions with separate coefficients for negative and positive values of \( \eta_{id}^* \) yields precisely estimated positive coefficient estimates for max(0, \( \eta_{id}^* \)) and min(0, \( \eta_{id}^* \)) that are not statistically different from each other.

5. Measuring market performance in wholesale electricity markets

This section describes a procedure for measuring market inefficiencies in wholesale electricity markets that does not rely on parametric functional form assumptions for demand or variable cost functions or an assumed equilibrium model of competition. I describe an application of this procedure to the California electricity market over the period June 1998 to December 2000 and an application comparing the performance of two wholesale markets in the eastern US — New England and PJM — to the performance of the California market in order to assess the impact of the level of fixed-price forward contract obligations held by large suppliers on wholesale market outcomes.

To clarify the differences between this approach and usual approaches used to assess market performance, consider the Cournot example in Section 2. To compute the overall cost of market inefficiencies caused by the market power exercised by the \( N \) firms, the researcher would need to compute a counterfactual no-market-power or competitive benchmark price using the estimated market demand function, \( D(p|W, \beta, \eta) \), and variable cost functions, \( C_i(q|Z, \beta, \eta) \). Computing the intersection of this aggregate demand curve with the aggregate marginal cost curve for the industry yields the perfectly competitive price-taking market equilibrium. Note that this counterfactual no-market-power equilibrium cannot be computed without assumptions on the form of the market demand function and the industry-wide marginal cost curve. If all the researcher has is market-clearing price and quantity data and information on \( W \) and \( Z \), the demand and supply shifters, then the demand function cannot be estimated from this information without a functional form assumption. Likewise, the firm-level variable cost curves cannot be estimated without functional form assumptions and an assumed equilibrium model of competition, in this case quantity-setting Cournot behavior. I will now show how the availability of bid and market outcome data and information on the technical characteristics of generation facilities can be used to compute this counterfactual no-market-power price without any of these assumptions.

To determine the competitive benchmark equilibrium price, I must first determine a supplier’s expected profit-maximizing bid if it had no ability to influence the market price through its unilateral actions. Fig. 5a and b provide a graphical answer to this question. For simplicity, I assume that there are only two possible residual demand curve realizations and that these residual demand curves are continuous. This makes it possible to compute the supplier’s optimal bid curve graphically rather than by maximizing equation (3.1), but does not compromise the generality of the result that I would like to demonstrate.

Fig. 5a shows that for a pair of downward sloping residual demand curves, Firm A’s expected profit-maximizing bid curve, \( S_A(p) \), is any curve that passes through the ex post profit-maximizing price and quantity pairs for the two residual demand curve realizations. Specifically, if the residual demand curve realization \( DR(p) \) occurs, the price and quantity pair \((P_{Q1}, Q_{P1}) \) shown in Fig. 5a is the ex post profit-maximizing price and output level for Firm A given this residual demand curve realization. For residual demand curve realization \( DR(p) \), the price and quantity pair \((P_{Q2}, Q_{P2}) \) is the ex post profit-maximizing price and output level. Consequently, any bid curve that passes through \((P_{Q1}, Q_{P1}) \) and \((P_{Q2}, Q_{P2}) \) is an expected profit-maximizing bid curve.

Fig. 5b considers the case in which Firm A is unable to raise market price through its own unilateral actions for the case of two residual demand curve realizations. The inability of Firm A to impact market prices unilaterally is reflected in the fact that both residual demand curves are infinitely price elastic. Following precisely the same logic as given above for the case of Fig. 5a, the ex post profit-maximizing price and output pairs for these two residual demand curve realizations are \((P_{Q1}, Q_{P1}) \) and \((P_{Q2}, Q_{P2}) \), which implies that the expected profit-maximizing bid curve passes through these two points. For simplicity, I have drawn it as being equal to Firm A’s marginal cost curve, because \((P_{Q1}, Q_{P1}) \) and \((P_{Q2}, Q_{P2}) \) are the points where the marginal cost curve crosses the relevant residual demand curve realization. This logic implies that if Firm A has no ability to influence the market price for all possible residual demand curve realizations, then it will find it unilaterally expected
US electricity markets, there are short-term markets for most of the input fuels that can be used to compute an estimated variable fuel cost for each generation unit given its heat rate. The second component of the estimated marginal cost of producing electricity is the variable operating and maintenance (O&M) cost. Operating and maintenance costs are primarily the labor costs associated with operating and maintaining the generation unit in working order. During the former regulated regime, detailed information was collected on these costs, so there is fairly accurate information on this component of variable costs. Fortunately, these variable costs are also a small fraction of variable fuel costs, and a declining one at that, as fossil-fuel prices continue to increase, so that errors in measuring these variable costs are not likely to exert a significant impact on the resulting competitive benchmark prices. The final component of the variable cost of producing electricity in California during this time period is due to the existence of a nitrogen oxides (NOx) emissions permit market in Southern California. Consequently, suppliers faced an opportunity cost of producing electricity in the form of the emissions permits that they needed to own in order to produce electricity. Similar to the generation unit’s heat rate, all generation units located in Southern California have NOx emissions rates—the pounds of NOx emissions emitted per MWh of energy produced.

Putting all of these facts together, the marginal cost of producing electricity in day $d$ for each fossil-fuel generation facility $j$ is equal to:

$$MC(j, d) = O&M(j) + Fuel\_Price(j, d) \times Heat\_Rate(j) + NOx\_Price(d) \times NOx\_Rate(j)$$

where $O&M(j)$ is the variable operating and maintenance cost for unit $j$, $Fuel\_Price(j, d)$ is the price of the input fuel for unit $j$ on day $d$, $Heat\_Rate(j)$ is the average heat rate of unit $j$, $NOx\_Price(d)$ is the price of NOx emission permits on day $d$, $NOx\_Rate(j)$ is the rate at which NOx emissions are produced per MWh for unit $j$. For all units located outside of the Southern California Air Quality Management District (SCAQMD) market, the emission permit component of equation (5.1) is not relevant. Borenstein et al. (2002) [hereafter, BBW] discuss the sources of this information for all generation units in California. Kolstad and Wolak (2005) demonstrate how the existence of the SCAQMD market facilitated the actions of suppliers in Southern California to raise wholesale electricity prices during the period June 2000 to March 2001. Fig. 6, taken from BBW, plots the instate-fossil-fuel generation marginal cost curve constructed using this algorithm for September of 1998, 1999, and 2000.

There are two other types of suppliers to the California market that complicate the construction of the no-market power aggregate supply curve. The first is importers and the second is hydroelectric suppliers. California depends on imports from neighboring states for 20–25 percent of its annual electricity consumption. Because these importers submit bids to supply energy at various points of interconnection to the California market and because electricity flows according to the laws of physics rather than where a seller would like its energy to flow, it is impossible to identify what generation unit located outside of California is supplying imported energy. BBW address this complication by assuming that importers are unable to exercise unilateral market power, so that the bids they submit in fact reflect their true marginal cost of supplying energy to California during that hour. This assumption biases upward the value of the resulting competitive benchmark price, which biases downward the estimated cost of unilateral market power. O&M costs are the only incurred variable cost of supplying hydroelectric or geothermal energy. These O&M costs are significantly lower than those for fossil-fuel generation units, so these units are always the cheapest variable cost units. However, because some
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**Fig. 5.** (a) Expected profit-maximizing bidding with ability to influence market price. (b) Expected profit-maximizing bidding with no ability to influence market price.

---

**Table 1.** (a) Expected profit-maximizing bidding with ability to influence market price. (b) Expected profit-maximizing bidding with no ability to influence market price.

---

**Diagram 1.** (a) Expected profit-maximizing bidding with ability to influence market price. (b) Expected profit-maximizing bidding with no ability to influence market price.
hydroelectric and geothermal energy can be stored, there is an opportunity cost to using this energy because it could be sold at another price in a future period. BBW avoid the very complex problem of determining the hourly counterfactual no-market-power opportunity cost of reservoir resources (hydro and geothermal) by assuming that the amount of reservoir resource energy produced each hour during their sample period would not change in the no-market-power solution. BBW demonstrate that this assumption biases the average competitive benchmark price upwards, which biases the estimated cost of market power downward. The appendix of BBW provides a detailed analysis of the claim that their assumption leads to a downward bias in the estimated cost of market power.

Fig. 7, taken from BBW, puts all of these components of the aggregate no-market-power supply curve together in a manner that makes explaining the computation of the counterfactual competitive benchmark price more straightforward. Let $q_{tot}$ equal the total demand in California. The variable $q_{mt}$ is the generation capacity that is under a regulatory restriction to bid into the market at price of zero, $q_{rsv}$ is supply of reservoir resources (hydroelectric and geothermal) that are assumed to supply their actual production in the counterfactual pricing process. The import supply curve is plotted from right to left so that where it intersects the actual aggregate bid curve of all in-state resources yields the actual market-clearing price, what is labelled $p_{px}$ in Fig. 7. The distance from $q_{tot}$ to $q_{rsv}$, the amount supplied by in-state generation units is equal to $q_{imp}$, the actual imports into California.

Because the identity and amount of energy supplied from each generation unit in California is known, it is possible to construct the actual instate marginal cost curve using equation (5.1). The step of this aggregate marginal cost curve corresponding to generation unit $j$ has height equal to $MC(j,d)$ and quantity equal to amount that unit $j$ actually produced during hour $h$ of day $d$.

The computation of $MC_{comp}$ and the associated competitive benchmark price, $p_{comp}$ in Fig. 7, involves one additional complication that BBW argue should increase the realism of the competitive benchmark price. Generation units can fail when they are called upon to operate or can simply be unavailable because of planned outages. One of the reasons $MC_{actual}$ may be higher or lower across days, even if input fuel prices do not change across days, is because of such planned and unplanned generation outages. The North American Electricity Reliability Council (NERC) collects detailed information on generation unit outages on a historical basis by generation unit characteristics as part of its mandate to monitor the reliability of the US electricity supply.

For each of the instate fossil-fuel generation units, BBW compute a forced outage factor based on a representative sample of similar generation units. For each hour during the sample period, a draw is taken from the joint distribution of these outages (assuming that the probability of an outage is independent across generation units) and only those generation units that are not forced out according to this draw are included in the realization of $MC_{comp}$. This realization of $MC_{comp}$ is intersected with the import supply curve and $q_{rsv}^*$, the no-market-power output of the in-state suppliers, and $p_{comp}$ given in the figure are determined. For each hour during the sample period 100 draws of $MC_{comp}$ are taken and $q_{rsv}$ and $p_{comp}$ are computed for each draw. BBW define the no-market-power price for hour $h$ as the mean of these 100 values of $p_{comp}$ for that hour. The authors note that failure to account for this outage risk or derating of capacity in the aggregate bid curve by the unit’s outage rate, as several authors have done, biases downward the competitive benchmark price, which in turn biases upward the estimated cost of the exercise unilateral market power.
Fig. 8, taken from BBW, decomposes the total cost of meeting $q_{tot}$ into a number of components, most notably total payments under competitive benchmark outcomes, actual production costs, competitive benchmark production costs, competitive rents, and oligopoly rents (the difference between actual price and the no-market-power price times $q_{tot}$ minus $q_{rev}$). Table 4, also taken from BBW, shows an enormous increase in total payments between June to October of 1998 and 1999 and that same period in 2000, with the change in the oligopoly rents explaining the vast majority of that difference. In particular, oligopoly rents were $425 million in 1998, $382 million in 1999, but $4.448 billion in 2000. BBW provide a detailed diagnosis of the factors that led to this enormous increase in oligopoly rents between 1998 and 1999 and 2000. The results of Wolak (2003b), discussed in the previous section, provide an important part of this explanation. These results demonstrate that the unilateral ability and incentive of the five large California fossil-fuel suppliers to exercise unilateral market power by withholding output or bidding a higher price for the same amount of output increased substantially between 1998 and 1999 versus 2000.

Bushnell et al. (2008) [hereafter, BMS] use this general procedure to compare the performance of the California, PJM (major parts of Pennsylvania, New Jersey, Maryland, Delaware, Virginia and the District of Columbia), and New England electricity markets in order to assess the relationship between market outcomes and the extent of vertical arrangements, either through fixed-price forward contract obligations or fixed-price retail load obligations, on the performance of wholesale electricity markets. The authors compute no-market-power counterfactual prices for the three markets from June 1999 to September 1999 to compare actual market performance to the no-market-power counterfactual for each of the three markets.

In order to assess the impact of vertical arrangements on wholesale market outcomes, BMS also construct a non-cooperative equilibrium Cournot model for each market that involves the large suppliers competing against a fringe of price-taking small suppliers, including importers. As an upper bound on actual market outcomes, they compute this Cournot equilibrium assuming no vertical arrangements between any of the large suppliers and final demand in each of the three markets.

BMS find that the no-forward-contracts Cournot equilibrium prices are slightly lower but come close to replicating actual market outcomes in the California market over their sample period. However, for the PJM and New England markets the no-forward-contracts Cournot equilibrium prices are substantially higher than actual market outcomes, meaning that actual market outcomes are much closer to the no-market-power outcomes than would be predicted by the no-forward-contracts Cournot equilibrium. To assess the impact of vertical arrangements, the authors use publicly available information on the fixed-price retail load obligations of the major suppliers in each of the markets and compute the Cournot equilibrium outcomes over their sample period incorporating these forward contract obligations into each firm’s objective function.

Fixed-price retail load obligations are defined as the amount of energy a supplier’s retailing affiliate sold to final customers at a retail price that does not vary with the hourly wholesale price. The major suppliers in New England and PJM had substantial fixed-price retail load obligations, but as noted above, the five major suppliers in California did not. BMS find that once these retail load obligations are included in the objective functions of the large suppliers, Cournot equilibrium prices in New England and PJM fall substantially and are much closer to actual market outcomes.

### Table 4

<table>
<thead>
<tr>
<th></th>
<th>1998</th>
<th>1999</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total actual payments</td>
<td>1672</td>
<td>2041</td>
<td>8977</td>
</tr>
<tr>
<td>Total competitive payments</td>
<td>1247</td>
<td>1659</td>
<td>4529</td>
</tr>
<tr>
<td>Production costs — actual</td>
<td>759</td>
<td>1006</td>
<td>2774</td>
</tr>
<tr>
<td>Production costs — competitive</td>
<td>715</td>
<td>950</td>
<td>2428</td>
</tr>
<tr>
<td>Competitive rents</td>
<td>532</td>
<td>708</td>
<td>2101</td>
</tr>
<tr>
<td>Oligopoly rents</td>
<td>425</td>
<td>382</td>
<td>4448</td>
</tr>
<tr>
<td>Oligopoly inefficiency — instate</td>
<td>31</td>
<td>31</td>
<td>126</td>
</tr>
<tr>
<td>Oligopoly inefficiency — imports</td>
<td>13</td>
<td>24</td>
<td>221</td>
</tr>
</tbody>
</table>

Fig. 8. Calculation of division of rents.
These results reinforce the analysis in Wolak (2000) that fixed-price forward contracts limit the incentive of suppliers to exercise unilateral market power in short-term wholesale electricity markets. BMS make the very important point that horizontal market structure—specifically, concentration of generation capacity ownership—does help to explain differences in market performance, but only after accounting for these vertical arrangements. The authors conclude that their results support the hypothesis that fixed-price long-term forward contracts and other vertical arrangements are a major source of the differences in the performance of wholesale electricity markets.

There have been a number of applications of this approach to computing the no-market-power prices and assessing the costs of the exercise of unilateral market power. Joskow and Kahn (2002) consider the case of the California electricity market during the summer of 2000. They also devote considerable effort in their analysis to quantifying the magnitude and frequency that specific generation units were withheld from the market in order to raise market prices. Mansur (2007) applies the competitive benchmark pricing procedure to the PJM Interconnection during its first summer of operation to assess the impact of vertical integration between generation and retailing on the behavior of specific market participants. Bushnell and Wolak (2005) apply this procedure to the Spanish electricity market for the years 2000–2004 to assess changes in competitiveness of market outcomes in Spain over that time period.

6. Merger analysis in wholesale electricity markets

This section presents an approach to merger analysis that makes use of the bid, market outcome, and variable cost data to compute counterfactual post-merger prices and to assess the impact of potential divestiture scenarios on post-merger market outcomes. I present an application to a hypothetical merger where data on forward contract positions for market participants were made available on a confidential basis. The results of this analysis emphasize the crucial role that post-merger forward market positions play in drawing conclusions about the adverse competitive effects of a proposed merger.

To contrast this approach with the usual approach to merger analysis, recall the Cournot example of Section 2. To assess the impact of firms \( j \) and \( k \) merging, the profit function of the merged firm becomes:

\[
\pi_i(q_j, q_k) = P(Q_{-j,k} + q_j + q_k | W, \beta, \eta)(q_j + q_k)
- C(q_j | Z, \beta, \eta) - C(q_k | q_j | Z, \beta, \eta). \tag{6.1}
\]

The profit functions of the remaining firms are the same as the one given in equation (2.8). The first-order conditions for firms \( j \) and firm \( k \) in the pre-merger Cournot equilibrium solution are replaced by the partial derivatives of (6.1) with respect to \( q_j \) and \( q_k \), but the first-order conditions for the remaining firms are unchanged from the pre-merger model solution. Solving these \( N \)-equations in the \( N \) unknown quantities yields the post-merger Cournot quantities for all firms, including the new firm. Substituting the post-merger value of \( Q = \sum_{i=1}^{N} q_i \), the inverse demand function yields the post-merger price. Therefore, if the analyst only has market-clearing prices and quantities pre-merger for a time series of observations for the industry or for a cross-section of similar industries, the researcher must assume parametric functional forms for the inverse demand and variable cost functions and an equilibrium model of competition to obtain estimates of the inverse demand function and variable cost functions necessary to compute the post-merger price and quantities.

For the case of wholesale electricity markets, it is possible to assess the competitive effects of mergers using the bids of all other suppliers besides the ones merging to compute the residual demand curve faced by the merged entity. In addition, because virtually all wholesale electricity markets require bids to be submitted at the generation unit level, it is possible to evaluate potential divestiture packages by allocating the bids of the divested units to the residual demand curve faced by the merged entity. For this same reason, it is also possible to perform merger analyses for different size geographic markets based on the location of the generation units, by excluding bids of specific generation units from the residual demand curve faced by the merged entity. Choosing a smaller geographic area (than the entire market) over which to compute the residual demand curve the merged entity faces may make more sense if transmission network constraints may often prevent suppliers outside of the region from competing with the merged entity.

As the discussion in Section 5 emphasizes, the levels of fixed-price forward contract obligations of the merging suppliers are crucial ingredients for any merger analysis, because the incentive a supplier has to take actions to raise market price depends on its level of fixed-price forward contract obligations. Another important concern in any merger analysis is whether the parties will retain their pre-merger forward contract levels after the merger takes place. Consequently, any remedy for a proposed merger must also address the incentives the merged entity has to take on less fixed-price forward contract obligations after the merger in order to exploit its greater ability to raise wholesale prices post merger.

Often wholesale market operators have access to \( QC_{gid} \), the total quantity of energy Firm \( A \) has sold in fixed-price forward contract \( g \) during hour \( i \) of day \( d \) because of arrangements these market operators have to settle forward contract commitments between market participants. However, \( FC_{gid} \), the price at which forward contract \( g \) makes deliveries during hour \( i \) of day \( d \), is rarely available to the wholesale market operator. Suppose that information on the values of \( QC_{gid} \) have been collected for the merging parties for two years before a proposed merger, although information on \( FC_{gid} \) is not available. For the reasons discussed below, this fact does not adversely impact our ability to undertake a merger analysis.

Suppose that Firms \( A \) and \( B \) are the merging parties. Let \( DR_i(p) \) equal Firm \( G \)'s \( (G = A, B) \) residual demand curve evaluated at price \( p \). The following decomposition of these residual demand curves is useful:

\[
DR^A_i(p) = Q^{ot} - SO^{-A}(A, B)(p) - S^A_i(p) \tag{6.2a}
\]

\[
DR^B_i(p) = Q^{ot} - SO^{-B}(A, B)(p) - S^B_i(p), \tag{6.2b}
\]

where \( Q^{ot} \) is the market demand, \( SO^{-A}(A, B)(p) \) is the supply of all firms besides Firms \( A \) and \( B \) at price \( p \), and \( S^A_i(p) \) is supply of firm \( G \) \((G = A, B)\) at price \( p \). The residual demand curve of the merged entity \( (M) \) is

\[
DR^M_i(p) = Q^{ot} - SO^{-M}(A, B)(p). \tag{6.3}
\]

It is important to note that an implicit assumption in this analysis is that the aggregate willingness-to-supply curve for all other firms besides the merging parties, \( SO^{-A}(A, B)(p) \), remains unchanged after the merger. Comparing (6.2a) and (6.2b) to (6.3) reveals that the merged entity must face a residual demand curve with a smaller price response than either of the merging parties individually. This result and the fact that the combined output of the merged entity at the pre-merger price is more than the output of either party implies that the elasticity of the residual demand curve faced by merged entity at the actual market-clearing price.
must be smaller in absolute value than the pre-merger elasticity of
the residual demand curve at the actual market-clearing price of
either merging party.

In terms of this notation, the realized variable profit for Firm $A$
during hour $i$ at price $p_i$ is:

$$\pi^A_i(p_i) = DR^A_i(p_i)p_i - C^A_i\left( DR^A_i(p_i) \right) - \left( p_i - PC^A_i \right)QC^A_i,$$  \hspace{1cm} (6.4)

where a superscript “$A$” now denotes a value for Firm $A$ to distin-
guish these variables from those for the other merging party, Firm $B$. The realized variable profit for Firm $B$ during hour $i$ at price $p_i$ is:

$$\pi^B_i(p_i) = DR^B_i(p_i)p_i - C^B_i\left( DR^B_i(p_i) \right) - \left( p_i - PC^B_i \right)QC^B_i.$$  \hspace{1cm} (6.5)

By the logic discussed in Section 5 for computing the expected
profit-maximizing bid curves given in Fig. 5a and b, if the market
rules do not restrict the ability of market participants to extract all
available variable profits, the following results should hold:

$$p_i = p^{A, pre}_i = \arg\max_p \pi^A_i(p) \text{ and } p_i = p^{B, pre}_i = \arg\max_p \pi^B_i(p)$$  \hspace{1cm} (6.6)

implying that the observed market-clearing price is close to the
value of $p$ that maximizes the ex post variable profits of Firms $A$ and
$B$. Consequently, the first step in the merger analysis is to determine
the extent to which this result holds. Although $PC$ is not available,
this does not affect the values of $p$ that maximize (6.4) and (6.5),
and so $PC$ appears in each firm’s profit function multiplied by
$QC$. It is straightforward to maximize (6.4) and (6.5) with respect to $p$
using a univariate optimization routine that does not require
derivatives, such as the golden search routine described in Press
et al. (1992).

To compute the counterfactual price for the merged firm,
construct the variable profit function for hour $i$ at price $p$ for the
merged firm as:

$$\pi^M_i(p) = DR^M_i(p)p_i - C^M_i\left( DR^M_i(p) \right) - \left( p_i - PC^M_i \right)QC^M_i,$$  \hspace{1cm} (6.7)

where $DR^M_i(p)$ is the residual demand curve faced by the merged
entity. $C^M_i(q)$ is the variable cost of the merged entity, which can be
written as:

$$C^M_i(q) = \int_0^q MC^A_i(s)ds + \int_0^q MC^B_i(s)ds.$$  \hspace{1cm} (6.8)

where $MC^j_i(q)$ is the marginal cost curve of Firm $j$, $j = A, B$. The
marginal cost curve of each of the merged firms is computed from
the generation unit-level marginal costs computed in Section 5.
Each step of the marginal cost curve has length equal to the
capacity of the generation unit and height equal to the $MC^j(d)$
computed in equation (5.1). The remaining variable in (6.7) is
defined as follows:

$$QC^M_i = QC^A_i + QC^B_i.$$  \hspace{1cm} (6.9)

Recall that the value of $PC^M_i$ is not necessary to compute the
value of $p$ that maximizes (6.7). The counterfactual merged entity
profit-maximizing market-clearing price is defined as $p^{M, pre}_i$.

Fig. 9 graphs the average hourly actual price and the average
hourly values of $p^{A, pre}_i$ and $p^{B, pre}_i$, the prices that maximize (6.4)
and (6.5) for Firms $A$ and $B$ for all 24 h of the day for all days
during the sample period. These values are normalized by the
sample mean of the actual price. The hourly value of $QC$ in (6.4) and
(6.5) equals the best estimate of that supplier’s forward contract
position (including its fixed-price retail load obligations). This
figure also graphs the average hourly post-merger price that
maximizes (6.7) and a post-divestiture (of certain generation units
owned by both parties) average hourly price that maximizes the ex
post profits of the merged entity. Call this post-merger and post-
divestiture price $p^{M, p}_i$. Comparing the average daily pattern of
actual prices to the average daily pattern of $p^{A, pre}_i$ and $p^{B, pre}_i$ suggests
that the model does a respectable job of finding the pre-merger actual
prices. Wolak (2000) performed similar analysis for a supplier in
the Australian NEM and found that the half-hourly ex post profit-
maximizing price obtained from solving (6.4) yielded prices very
close to actual prices. Comparing the average daily pattern of actual
prices and $p^{A, pre}_i$ and $p^{B, pre}_i$ to the average daily pattern of the
post-merger prices, $p^{M, p}_i$, shows limited average predicted price increases
associated with the merger at the current level of fixed-price
forward contract obligations of the two merged firms.

Fig. 10 graphs the average hourly actual price and the average
hourly values of $p^{A, pre}_i$ and $p^{B, pre}_i$, for the case that the hourly
values of $QC$ for each firm are such that their sum is at the low end of
the level of forward contract obligations that one might expect the
merged entity to hold after the merger. These prices are also
normalized by the sample average of actual prices. As expected,
the average pattern of daily actual prices is significantly lower than the
average pattern of $p^{A, pre}_i$ and $p^{B, pre}_i$ because of the greater incentive
to exercise unilateral market power by both Firms $A$ and $B$ pre-

\begin{figure}
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\caption{Average prices by hour normalized by sample mean of actual price (actual forward contract levels).}
\end{figure}
merger due to a lower level of fixed-price forward contract obligations. The merger results in much higher prices relative to actual prices and even relative to \( p_{t}^{\text{pre}} \) and \( p_{i}^{\text{pre}} \). The proposed divestiture to remedy the merger essentially returns the average pattern of daily prices to the pre-merger levels for both parties. This result suggests that the divestiture scenario would limit the incentive of the merged entity to exercise unilateral market power beyond what either firm could do pre-merger, even if the merged entity decided to significantly reduce its forward contract obligations before the merger.

This hypothetical analysis demonstrates the usefulness of this approach to merger analysis for wholesale electricity markets. The availability of generation unit-level bid data allows the construction of the residual demand curve faced by any set of firms over any geographic market. In addition, information on the hourly values of QC for each of the merged parties can be used to assess the sensitivity of any assessment of the competitive effects of a merger to the post-merger forward contract levels of the merging parties. Finally, it is important to emphasize that the analyst is not required to use actual bids to construct residual demand curves. The unit’s marginal cost or other credible offer curves could be used instead.

7. Lessons for market monitoring and design in oligopoly industries

This section draws some lessons from wholesale electricity for market monitoring and design in other oligopoly industries. The richer data sets and precisely specified market rules allow a number of conclusions about potential determinants of firm behavior and market outcomes in oligopoly industries. There are also lessons for antitrust and other market monitoring entities.

The first lesson is that there is little evidence against the hypothesis of expected profit-maximizing behavior in wholesale electricity markets. This result suggests that evidence against profit-maximizing behavior in other oligopoly industries may be the result of incorrect specifications for the demand or variable cost functions or an invalid model of competition among firms, rather than any valid evidence against (expected) profit-maximizing behavior. For the case of wholesale electricity markets, the results of Hortacsu and Puller (2008) discussed in Section 3 are instructive on this point. Their apparent rejection of the assumption of expected profit-maximizing bidding behavior by some suppliers in the ERCOT market is the result of the assumptions of their simplified model of expected profit-maximizing bidding behavior being inconsistent with the ERCOT market rules and not that the suppliers do not choose the parameters of their willingness-to-supply curves in a manner consistent with the ERCOT market rules to maximize expected profits.

A second lesson is the importance of fixed-price forward market commitments in determining the incentive firms have to exercise unilateral market power in short-term markets. Substantial forward contract obligations or fixed-price retail load obligations by suppliers to the major load-serving entities significantly limits the incentive to raise these prices. Assessment of the extent of unilateral market power suppliers possess can be bad distorted by failing to account for the fixed-price forward market commitments of the suppliers. For example, a supplier that owns a substantial amount of productive capacity may in fact have very little incentive to exercise unilateral market power because of its forward market commitments. Particularly, in industries with high fixed costs and substantial delays between the decision to produce and ability to produce due to siting and constructing the necessary productive capacity, forward markets that clear far enough in advance to allow new entrants to compete are significantly more competitive than shorter-term forward markets. This result further emphasizes the need to develop active forward markets in these types of industries to discipline the ability of suppliers to exercise unilateral market power.

A third lesson is the fact that prices substantially in excess of no-market-power levels can occur without coordinated actions to raise prices among the major suppliers. The combination of capacity constraints in production, inelastic final demand, the non-storability of the final product and the fact that it must be delivered through a specialized network all combine to enhance the ability of suppliers to exercise unilateral market power, thereby imposing substantial economic harm on consumers.

A fourth lesson concerns the definition of significant unilateral market power. One feature of wholesale electricity markets is that the ability to exercise harmful levels of unilateral market power requires certain preconditions, and even though these preconditions can occur for a significant fraction of the year, this can take the form of a number of episodes of very short duration. For example, a supplier may be able to exercise substantial unilateral market power or a merger may enable the merged entity to exercise substantial unilateral market power during 4 h of the day on days where certain system conditions occur.

The typical view of market power analysis is that there is an antitrust concern if the price increase is sustained and significant. Consequently, it may be necessary to revise the meaning of the word sustained to mean a significant fraction of the year, rather
than a single sustained period of time, because it is rarely the case that unilateral market power in wholesale electricity markets is exercised during all or even a substantial fraction of the hours of the day for a number of consecutive days. Instead, market power is exercised for a significant fraction of the hours of the year when certain system conditions arise. Similar logic applies to other industries that face large demand fluctuations throughout the year, capacity constraints in production and non-storability of the product they sell.

The last lesson concerns the important role future forward market positions play in determining appropriate remedies for proposed mergers. Although the existing level of forward commitments may limit the incentive of the merged parties to exercise unilateral market power, it is important to put incentives in place for the merged party to engage in sufficient fixed-price forward contracting in the future. As the California Electricity Crisis convincingly demonstrated, the exercise of unilateral market power is not a long-term problem. However, as the experience of California from June 2000 to June 2001 also demonstrated, enormous amounts of economic harm can occur from the exercise of substantial unilateral market power for short period of time. Load-serving entities will sign fixed-price forward contracts to commit suppliers to the short-term market and to encourage new entry. However, the difficulty described in detail in Wolak (2003c) is that final demand will be forced to buy out the future market power that market participants expect to be exercised in the short-term market by these suppliers because the current lower levels of fixed-price forward contract obligations carryover into the future. This implies significantly higher prices for the forward contracts that will be passed on to final consumers, as Wolak (2003c) shows occurred in California.

8. Concluding comments

This paper has demonstrated that many determinants of oligopoly market outcomes can be studied in wholesale electricity markets under weaker assumptions than in other oligopoly industries because of their rich data, regulatory history and clearly specified market rules. This paper has contrasted these methods with those used in existing studies of oligopoly industries where the best data available are market-clearing prices and quantities and demand and cost shifters. The extent to which the methods used in electricity supply industries generalize these conventional methods is explained in detail and major applications of these techniques are summarized.

Although it is difficult to argue that restructuring of electricity supply industries to create bid-based electricity markets has benefitted US consumers, the research summarized in this paper suggests there is reason for optimism that the promised benefits will eventually come. The very rich data available to researchers from these markets and the precisely specified market rules make it possible to undertake detailed analyses of the incentives created by specific market rules and the costs of these incentives in terms of adverse market outcomes.
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