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?° Energy proportionality

9 Servers are far less energy efficient at low and medium utilizations

9 Servers are underutilized due to diurnal load patterns

° Large-scale latency /- critical workloads ' ©

°° Web search, social networking, etc.

9 Strict guarantees on tail latency and workload complexity precludes
previous power management technigues
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EXecutive Summary.

°° Energy waste is caused by overachieving on performance

? Solution: Match: powerto-ServiceLevel:Objective (SLO' )

°° End-to-end SLO latency monitoring

°° Fine-grain power saving mechanism (i.e. RAPL)

?° Built dynamic controller for large  -scale latency -critical workloads

9 20-30% power savings on production Google search without SLO violations
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°° Energy proportionality vs. latency  -critical workloads

?° Recovering energy proportionality: . iso-latency.

2 PEGASUSQoS aware dynamic controller
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Energy proportionality vs.

latency -critical workloads

The case for latency -aware fine -grain power management



