
1.3 Human genome variation and why it matters.

In the last chapter, we discussed the standard human Reference Genome. But
in practice everyone’s genome is unique, and differs from the Reference at
millions of sites. Here we introduce the concept of genome variation and how it
can change the information encoded in genomes.

SNPs. The most abundant type of genetic variation a are SNPs (Sin- a In this chapter we’ll see many differ-
ent types of ways that sites or regions of
the genome can differ among individuals.
We can refer to these genetic differences as
variants.

gle Nucleotide Polymorphisms, pronounced snips). These are simple se-
quence differences that affect a single nucleotide: for example in a short
stretch of genome your maternal chromosome might read ATCGAAGCC,
and your paternal chromosome ATCGGAGCC. Although four nucleotides
would be possible at any given position, the vast majority of SNPs only
have two alleles 43:

Figure 1.24: Illustration of an A/G SNP.
A has a sample frequency of 40%.

Allele frequency. In the figure above, we show the genotypes for ten in-
dividuals at an A/G SNP (i.e., a SNP where the two possible alleles are
A and G). Since each person carries two copies of this sequence, they can
either be AA, AG, or GG. In this examples there are 8 copies of A out of
20: this gives a frequency of p=0.4 for A, and q=0.6 for G.

We will often use p and q to indicate the frequencies of two alternative
alleles, where p + q = 1.

If you’re analyzing data it’s important to be keep track of which strand
of the DNA the SNP refers to; in the example above we would consider
this an A/G SNP if we’re looking at one strand, but a T/C SNP on the
other strand. This is especially tricky for transition mutations (A/T ver-
sus T/A or C/G vs G/C as both alleles are found on both strands). SNPs
are usually labeled with respect to the strand used in the Reference Genome,
or occasionally with respect to the direction of translation if the focus is
on protein-coding variation.

Once we’ve solved the strand issue, it’s also useful to have generic ways
of referring to alleles so that we don’t have to remember that this partic-
ular SNP is A/G and that G is more common. When you read papers,
you’ll see this done using one of three different naming conventions 44:
• Reference/Alternate allele: The reference allele is the allele listed at that
position in the Human Reference Genome.
• Minor/Major allele: The minor allele is the less common allele in a pop-
ulation (frequency < 50%). MAF stands for Minor Allele Frequency.
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• Ancestral/Derived allele: The ancestral allele is the allele that was present
in the common ancestor of humans (this can be inferred if one allele matches
the nucleotide found at this position in other great apes), while the de-
rived allele is inferred to have arisen by mutation within the human pop-
ulation. DAF stands for Derived Allele Frequency.

Some authors reserve the term SNP for variants where both alleles are
fairly “common” – often defined as MAF>1% – and use the term SNV
(single nucleotide variant) to include sites with rarer variation. But since
the cutoff is arbitrary, here we use the term SNP throughout.

Genotype frequencies and the Hardy-Weinberg model. Aside from
allele frequencies, we also need to know about genotype frequencies: the
fraction of people who have each possible pair of alleles, in this case AA,
AG, and GG. People with AA or GG are homozygotes, while people with
AG are heterozygotes.

Part of the power of population genetics is that we can often predict fun-
damental properties of populations using mathematical models. In most
cases, the starting assumptions are quite simple (although sometimes the
math is complicated). This brings us to the first important model of this
book b. b The Hardy-Weinberg model gives us the

fundamental relationship between allele
frequencies and genotype frequencies.To keep things simple, we’ll first assume that we have distinct genera-

tions, so that there is a population of parents in one generation who mate
to produce kids in the next generation. Among the parents, let p repre-
sent the frequency of the A allele, and q the frequency of the G allele.
We’ll also assume that the parents don’t choose their reproductive part-
ners based on genotype at this locus.

So for a kid in the next generation, what is the probability that this kid
will have an AA genotype?

Answer: There’s a probability p that she gets an A from the mum; and
similarly from the dad. So the probability that she gets AA from both
parents is p × p or p2. (The probability of two independent events occur-
ring is the product of the probabilities.)

Using the same logic, the probability that she gets GG from both parents
is q2. Lastly, she could get A from mum and G from dad (probability pq)
or G from mum and A from dad (probability qp)–those both result in her
being an AG heterozygote, with total probability 2pq.

Figure 1.25: Hardy-Weinberg. The genotype
of a kid can be modeled as a random draw of two
alleles from the population of possible parents.
This means that if the allele frequencies in the
parents are p and q, then the genotype frequen-
cies in the kids are p2 : 2pq : q2.
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The key prediction here is that the expected genotype frequencies in the
kids’ generation is given by the proportions p2 : 2pq : q2. This result is
known as Hardy-Weinberg Equilibrium (HWE). This result gives us the
fundamental relationship between allele frequencies and genotype fre-
quencies.

If you learned about the Hardy-Weinberg rule at school, you might have
been taught a whole host of assumptions that this relies upon: for exam-
ple, random mating, no selection, non-overlapping generations, etc. But
in practice Hardy-Weinberg is usually extremely accurate, except some-
times with strong population structure. In large part, this is because just
one generation of random mating will restore a population to HW pro-
portions 45. Indeed, in data analysis, if a SNP is out of Hardy-Weinberg
proportions within a population, this is often taken as an indication that
the genotyping may not have worked properly for that SNP 46.

Figure 1.26: The start of Hardy’s 1908 paper
on genotype frequencies.

Lastly, the Hardy-Weinberg result has an amusing backstory. It was first
published independently in 1908 by GH Hardy, a famous English math-
ematician, and a German gynecologist Wilhelm Weinberg. Hardy was
told about the problem of genotype frequencies by the geneticist Regi-
nald Punnett, with whom he played cricket at Cambridge University.
(You may be familiar with “Punnett Squares”, used to predict the out-
comes of genetic crosses.) Hardy’s 1-page paper is written in a bashful
tone because he thought the main result was rather beneath him (...“A
little mathematics of the multiplication-table type is enough to show...”)
though it is now seen as the first fundamental result in population genet-
ics. To add further insult, the article was initially rejected by the leading
British journal Nature for being “tainted” with Mendelism (which was
unpopular in Britain at the time, see Chapter 4.4), and it was eventually
published in Science instead 47.

How many SNPs are there? Popular culture often refers to “the human
genome” – but of course in practice everyone’s genome is unique (unless
you have an identical twin 48). Figure 1.27: Heterozgygosity measures the

fraction of sites that differ between the homolo-
gous copies of someone’s genome.

Since you inherited one copy of each chromosome from your mum, and
one from your dad, one way to measure genetic diversity is to count up
how many differences you have between these two genome copies. Any
difference between the two genomes – for example, you got an A from
mum and a G from dad at a particular position – is a heterozygous SNP.
So we can ask, how frequently would you find heterozygous SNPs be-
tween the homologous copies of your genome?

The answer is that you can expect to find a heterozygous SNP about once
every 1, 000–2, 000 basepairs, depending on your ancestry. The fraction of
heterozygous sites is referred to as heterozygosity, and is a useful mea-
sure of genetic diversity 49. Here’s a table of heterozygosity estimates
from a variety of human populations:

32



Region Population Heterozygosity × 1000

Africa San 0.95
Yoruba 0.96
Maasai 0.93
Mbuti 0.91

Near East Palestinian 0.73
Iranian 0.71

Europe Spanish 0.69
Polish 0.67

South Asia Punjabi 0.71
Bengali 0.72

East Asia Thai 0.69
Japanese 0.67

Oceania Australian 0.63
Papuan 0.58

Americas Inuit 0.63
Surui 0.50

Table 1.2: Heterozygosity estimates
by population, reported as the mean num-
ber of heterozygous sites per 1000 bp. Pop-
ulations such as ‘Australian’ refer to in-
digenous groups.
Data from Supp. Table 1:AH of Swapan Mallick et al (2016) [Link].

The most striking pattern in these data above is that heterozygosity is
highest in Africa, and decreases with migration distance from Africa.
This reflects the fact that modern humans evolved in Africa; as we will
discuss later in the book, modern humans spread out of northeast Africa
during the last 100,000 years and eventually colonized most of the world.
These population movements caused a steady loss of diversity with dis-
tance.

Another way to think about variation is in terms of the total numbers of
SNPs. Since your genome is about 3.2 billion basepairs, this table implies
that you have about 1.5–3.0 million heterozygous sites, depending on
your ancestry.

What if we look at SNPs in a larger number of individuals? For example,
the 1000 Genomes Project sequenced the genomes of 2500 individuals
from a diverse set of global populations. They reported 85 million SNPs,
most of which were very rare: 65 million were below frequency 0.5%; 12

million were between 0.5%–5%, and 8 million SNPs were above 5% 50. In
other words, there is a common SNP with frequency>5% about once
per 400 bp.

It’s important to note that, while a study of modest size like 1000 Genomes
Project can identify essentially all common SNPs, large sequencing stud-
ies continue to find many more novel, rare SNPs 51. Indeed, we should
expect to find that nearly every possible SNP allele exists somewhere in
the world. The world population is nearly 1010 people and, as we’ll see
in Chapter 1.5, the mutation rate is around 10−8 per nucleotide per gen-
eration. This implies that nearly every possible single nucleotide variant
must occur many times each generation, somewhere in the world. (There
are a few exceptions: a tiny fraction of possible mutations would not be
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observed because they disrupt biological processes so severely that they
prevent embryonic or fetal development.)

Single nucleotide differences between human and chimpanzee. We
don’t need to limit ourselves to looking at genetic diversity within hu-
mans – we can also examine the number of sequence differences between
humans and other species c. For example, our closest relative is the chim- c For thinking about human genetic vari-

ation, there are a few numbers that are
useful to remember: Heterozygosity in
humans is 0.5–1 × 10−3, depending on pop-
ulation. There are ∼10M common SNPs.
The human and chimpanzee genomes dif-
fer by 1.4% – about 40M single nucleotide
differences.

panzee; our two species evolved from a common ancestor about 6.5 mil-
lion years ago 52. The average sequence divergence between the human
and chimpanzee genome is about 1.37%. This is only about 15-fold higher
than the divergence between the two copies of your own genome. I’ll ex-
plain a bit later how to think about this 15-fold ratio. We still know very
little about specifically which variants are responsible for the major phe-
notypic differences between humans and chimpanzees, such as our re-
markable fondness for cell phones.

Genotypes and haplotypes. So far we have just been counting SNPs,
but it will also be important to consider how they are arranged along
chromosomes. The identities of alleles along one copy of a chromosome
are referred to as a haplotype. For example, the first haplotype in the
plot below is A-T-A-C-G-A, and the second is A-A-C-C-G-C. As we go
through this book, we’ll learn a lot from studying the structure of haplo-
types:

Figure 1.28: Haplotypes for 4 individuals
in a small region of the genome. The term hap-
lotype refers to the arrangement of alleles along
a homologous chromosome, or sometimes to a
pattern seen in a genomic region in multiple in-
dividuals.

Now, one challenge is that standard technologies for genome sequencing
are very good at telling us the genotype at any given location, but for a
heterozygous site we can’t tell which allele is on which haplotype. (We’ll
cover sequencing in Chapter 1.4, but the issue is that standard DNA se-
quence reads are much shorter than the usual spacing between heterozy-
gous sites. This is starting to change with the arrival of new long-read
sequencing techniques.). So traditional sequencing does not give us the
actual haplotypes, but instead genotypes like this:

Figure 1.29: Genotypes for 4 individuals
in the same region as above. For heterozygous
sites we usually do not get a direct measurement
of which allele comes from which haplotype so
the data for individual must be represented as
genotypes.
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The assignment of alleles to haplotypes is referred to as haplotype phase;
haplotypes can be estimated using statistical techniques that we will
cover later.

Lastly, it’s often convenient to replace the genotype matrix with a simpler
version that recodes the genotypes with the allele counts: 0, 1, 2, depend-
ing on the number of minor alleles at each SNP:

Figure 1.30: Genotype Matrix representa-
tion of the data above. The entries in the matrix
show the numbers of minor alleles at each po-
sition: i.e., the columns show the numbers of
G,A,C,A,T,A alleles, respectively).

Example from real data. One of the first groups to study human sequence
variation at large scale was Debbie Nickerson’s lab at the University of
Washington, in the early 2000s 53. This plot shows the genotype matrix
they obtained for the IGF1 locus on Chromosome 12, using colors to rep-
resent the genotype counts 0, 1, and 2:
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Figure 1.31: Genotype Variation at IGF1. Each row shows the genotype for a single individual; columns are SNPs
within an 88 Kb region containing the IGF1 gene, ordered by position within the region. Sequencing was PCR-based and included gaps within the

region. Credit: Debbie Nickerson’s lab/ Seattle SNPs project [Link].

This example illustrates several typical features of genomic data:
• Most common variants are shared between human populations, though
allele frequencies may differ.
• As expected, many of the SNPs are at low frequency. Indeed this pat-
tern becomes increasingly stronger in larger samples, as nearly all the
common SNPs are identified in a small sample like this one, while the
new variants discovered with additional individuals would be rare;
• Variants at different sites often co-occur together – for example notice
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the block of yellow genotypes on the left-hand side of the region where
individuals who are yellow (or red) at one site are usually yellow (or
red) at multiple other sites as well. This pattern of genotype correlations
across sites is called linkage disequilibrium (LD) and will be an impor-
tant topic for us later.

Figure 1.32: A gryphon and a greyhound:
two beasts from an illustrated bestiary (England
∼1520). The wide array of possible types of
variation – some of them difficult to glimpse with
current methods – reminds me of a tableau of
mysterious beasts. From the Tudor Pattern Book in the Bodleian

Digitized Collection.

Beyond SNPs: Other types of inherited variation. While SNPs are the
most common type of variation, there are many other ways that genomes
can differ. These include small-scale events such as indels and STRs (short
tandem repeats), as well as a diverse variety of larger structural elements.
Collectively, we refer to all these different forms of variation as variants.

In Medieval books, a bestiary was a compendium of beasts (animals),
both real and imagined, with pictures and descriptions; by analogy, here
I show a collection of some of the main types of genetic variation. Many
of the large repeats that we’ll talk about soon remain slightly mysterious:
they are very difficult to measure using current DNA sequencing technol-
ogy, and variation in complex regions is still largely uncharacterized.

Figure 1.33: Major types of variation. A.
These variants affect short stretches of DNA
sequence. B. and C. Structural variants: Here
the letters represent large blocks of DNA
sequences. These categories are often blurred,
and complex structural variants often contain
multiple types of events. There are many more
SNPs than other kinds of variants, but because
they are so large, the structural variants cover
more total genome.

Short-scale variation. The first type of short-length variation are the in-
dels as shown in the picture above. This term is a mashup of the phrase
insertions/deletions, reflecting the fact that without comparing to an-
other genome such as chimpanzee, it is difficult to know whether an
indel represents a gain, or loss, of nucleotides relative to the ancestor.
These are about one tenth as many indels as SNPs, and most are very
short, between 1 and 5 nucleotides in length 54. As we mentioned above,
indels are of special importance in exons, as they result in frameshifts
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(unless the indel length is a multiple of 3).

The next important type of short-length variation is the STR (short tan-
dem repeat). STRs are places in the genome where a short DNA sequence
(up to around 6bp) is repeated many times (eg., CACACACA) – often
dozens of times. During cell division, the copying of STRs is highly error-
prone due to a process known as replication slippage. For this reason,
STRs are highly variable within populations d

d Because STRs are highly variable they are
used in paternity testing and DNA
fingerprinting for forensics.

.

Intermediate-scales: VNTRs. Similar to STRs, there are larger blocks of
sequences, known as VNTRs: Variable Numbers of Tandem Repeats,
that can be duplicated many times in the genome 55. One example is
shown at right, where a block of 57bp is repeated between 22–29 times
within an exon of the ACAN gene.

-ACAN VNTR repeat unit: 57 bp 
 (encodes 19 aa in chondroitin sulfate domain)

Median allele: 27 repeats (513 aa)

Longest common allele: 29 repeats (551 aa)

chr15ACAN
88,810 88,820 88,830 88,840 88,850 88,860 88,870 kb

Shortest common allele: 22 repeats (418 aa)

Figure 1.34: VNTR in the ACAN gene. A 57
bp (19 amino acid) repeat is present 22–29 times
on different haplotypes. The ACAN protein is
part of the extracellular matrix of cartilage, and
larger repeat numbers are associated with higher
average height. Figure 1a from Ronen Mukamel et al (2021)

[Link]. Used with permission from the authors.

Large-scale variation. The last major class of variation are various types
of large-scale structural variation. Some of these are simple rearrange-
ments of the DNA sequence, including deletions and duplications. As
shown above, deletions are events that cut a segment out of a chromo-
some, while duplications copy a segment. An individual with a deletion
would then carry one copy of any genes that lie inside that deletion (i.e.,
the copy on the unaffected chromosome); or three copies of those genes
in the case of a duplication (two copies on the duplicated chromosome,
plus one on the unaffected chromosome). Together, deletions and dupli-
cations can be referred to as copy number variation (CNVs).

For reasons we’ll discuss shortly, large CNVs – at megabase scale or larger
– are usually highly deleterious, and can cause severe genetic syndromes
in children. In contrast, smaller CNVs are often benign, especially if they
do not overlap genes or key regulatory regions. A typical person car-
ries more than 200 deletions with a median size of 7 Kb, and with 20%
deleting more than 25 Kb. Numbers for duplications are similar 56. While
CNVs do not overlap genes, a small fraction – about 10% – of the dele-
tions remove either entire genes or parts of genes (i.e., exons) e

e Common deletions are less likely to
overlap genes than you would expect if they
occurred randomly in the genome. This, and
other evidence, implies that natural selection
preferentially removes genic deletions.

.

Meanwhile, inversions take a segment of chromosome and flip it around.
Inversions are much less abundant than deletions and duplications, but
can be very large. The two best-characterized human inversions include
one on Chromosome 8, which is a huge 4.5 Mb at around 50% global fre-
quency, and a very interesting 900 Kb inversion on Chromosome 17 that
is at 20% frequency in Europeans and may be associated with fertility
and other phenotypes 57.

Lastly, some regions of the genome become crucibles of complex struc-
tural variation, in which the processes of replication slippage, deletion,
duplication, inversion, become layered upon one another, to the extent
that there may be huge numbers of different alleles. These regions are
very difficult to sequence, difficult to visualize, and generally not well-
characterized. However, new technologies for getting very long sequenc-
ing reads are starting to open up these regions to study. We’ll see more of
these topics in Chapters 1.4 and 1.5.
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How do SNPs affect the information encoded in genomes? f Genomes f We’ll cover phenotypic effects of variation
in Section 4 of the book, but it will be help-
ful for you to have this preview in mind for
the upcoming chapters.

are a molecular system for storing information; SNPs can alter that en-
coded information. Roughly speaking, SNPs and other kinds of genetic
variation can have two main types of effects: they can change protein
coding sequences, or they can change gene regulation.

While SNPs that affect function are of special interest for understanding
disease and evolution, it’s important to bear in mind that less than ∼10%
of all possible SNPs have any meaningful impact on the encoded infor-
mation.

1. Protein-coding variants. The figure below illustrates four important
types of variants within part of a coding exon:

Figure 1.35: Four types of genic variants
in a small part of a coding region. A. Reference
sequence: DNA in blue, with corresponding
protein sequence in black. B. Four important
categories of exonic mutations. Changes to the
DNA and protein sequences are indicated in red.
Frameshifts are caused by indels, which we have
not covered yet: indels are short insertions or
deletions of DNA sequence and they can shift the
protein reading frame.

• Synonymous. Remember that DNA encodes proteins using a genetic
code in which three consecutive DNA letters correspond to amino acids:
3 DNA triplets (or codons) encode STOP signals and, together, the other
61 possible triplets code for 20 amino acids. This means that about 1/4 of
possible one-step mutations simply convert between equivalent triplets.
For example, in the illustration, AGA and AGG both encode Arginine.
Hence, such a variant is referred to as synonymous in the sense that it en-
codes an identical protein. Synonymous variants generally do not have
phenotypic effects 58.

• Nonsynonymous/Missense. However, many exonic mutations do change
the encoded amino acid: for example AGA → GGA swaps Arginine →
Glycine. Such mutations are referred to as nonsynonymous or missense as
they change the meaning of the information encoded in the DNA. The
functional impact of missense mutations can range from lethal to no ef-
fect, depending on what the gene is, whether the amino acid lies in a key
functional domain of the protein, and the chemical properties of the orig-
inal amino acid and its replacement.

• Stop/Nonsense. Three codons (TAA, TAG, TGA) encode the protein
Stop signal. Thus for example changing AGA → TGA causes protein
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translation to terminate. Unless a stop mutation is near the 3’ end of the
coding region, it will usually obliterate protein function. Most mRNAs
with premature stop codons are degraded through a process called Non-
sense Mediated Decay (NMD) to prevent translation. g

g Variants that destroy the functional
protein are called Loss of Function (LOF):
these would include most stop mutations,
splice site disruptions and frameshifts. LOF
mutations are usually at very low
frequencies due to selection against them.

• Frameshift. So far we have been talking about SNP changes, but as
we’ll discuss below, it’s also possible to have insertions and deletions of
DNA sequences. Unless these are in multiples of three nucleotides, they
cause the reading frame of the protein to shift. Like stop mutations, un-
less these are near the end of the protein sequence, these would also gen-
erally destroy protein function.

• Splice Site Disruption. The next type of variant is a little different. Re-
call from Chapter 1.2 that genes contain introns within the coding region;
these must be spliced from the transcript to produce a functional pro-
tein. The positions of exon-intron boundaries are encoded in the DNA:
this code includes a required GT at the start, and AG at the end of most
human introns, as well as other sequences that help position the splicing
machinery. Mutation of either the GT or AG usually prevents splicing or
moves the location of splicing. We’ll see an example of this shortly.

As a broad generalization, single nucleotide mutations with large ef-
fects, such as in monogenic diseases and cancer are primarily driven by
effects on coding sequences.

2. Effects on gene regulation. As we discussed in Chapter 1.2, the sec-
ond important function of DNA is to encode gene regulation: how much
mRNA (and protein) from any given gene should be produced in a par-
ticular cell type, or phase of development.

Figure 1.36: Transcription factor binding
to DNA. Recall that gene regulation is largely
controlled by sequence-specific TF binding to
DNA sequences. Thus, sequence changes can
increase or decrease TF binding strength, thereby
potentially changing expression. Credit: Houq [Link]

CC-BY-SA-3.0

While the DNA encodes precise patterns of gene regulation, there is no
analog to the “genetic code” for proteins. As we discussed in the pre-
vious chapter, gene regulation is achieved through a complex dance of
DNA-protein and protein-protein interactions that stabilize RNA Pol-II at
the promoter and enable transcription. Much of the regulatory informa-
tion is encoded through sequences that control the ability of transcription
factors to bind at particular sites.

Thus, SNP alleles can affect expression by changing the encoded regula-
tory information – for example by increasing or decreasing the strength
of transcription factor binding at a particular site. But, because TF bind-
ing is generally controlled by multiple sites, and because expression of
any single gene is usually controlled by the interplay of many proteins,
the effects of individual SNPs tend to be quantitative – slightly in-
creasing or decreasing expression – rather than turning expression on
or off.

As a result, it is unusual for individual SNPs in gene regulatory elements
to result in single-gene diseases. However, genome-wide there are hun-
dreds of thousands of SNPs with regulatory effects, and in aggregate
regulatory SNPs are the main drivers of most common phenotypic vari-
ation, and probably evolutionary change. h h We’ll come back to regulatory variation in

much more detail in Section 4 of the book.
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We close out this section by reviewing the story of one of the most fa-
mous mutations in history, and its interesting mechanism.

Example: hemophilia in the royal families of Europe. One famous ex-
ample of a SNP mutation comes from the inheritance of hemophilia in
the European royal families of the 19th and 20th Centuries.

Hemophilia is a genetic disease, caused by mutations in either of two X
chromosome genes that are essential for normal blood clotting. Since
males only have one X chromosome, any male with the mutation will
have the disease. In contrast, females with one copy of the mutation do
not have the disease, but can transmit to their children. Prior to modern
treatments, affected individuals often died at young ages, but hemophilia
can now be treated using clotting factors.

The 19th century British queen, Queen Victoria (1819-1901), is the first
person in her family known to have carried the mutation. One of her
three sons had the disease; he and two of Victoria’s daughters passed it
into the royal families of Spain, Germany and Russia. Ultimately, eleven
male-line descendants of Victoria had hemophilia, spread across 4 gener-
ations. Victoria’s last known descendent with hemophilia died in 1945.

Even though Victoria’s mutation no longer exists in any living person,
recent genetic analysis was able to determine the causal variant.

Figure 1.37: Tsarevich Alexei of Russia
in 1916 (front right), with his family and cos-
sacks. Anastasia front left. Credit: Beinecke Rare Book and

Manuscript Library, Yale University; [Link].

We pick up the story with one of Victoria’s great-grandsons, the Tsare-
vich Alexei Nikolaevich, born in 1904 as heir apparent to the Russia
throne. Alexei inherited the hemophilia mutation from his mother, the
Tsarina Alexandra. He almost died from blood loss at birth, and suffered
throughout his life from dangerous hemorrhages resulting from the mi-
nor bumps and bruises of childhood. After the Russian Revolution of
1917, Alexei and his family were exiled to Siberia. The following year
the Bolsheviks executed the entire family. Much later, amid persistent
rumors that Alexei and one of his sisters had escaped, the remains were
exhumed and eventually subjected to genetic analysis in the mid-1990s
that confirmed their identities 59.

But what about the hemophilia mutation? In 2009, a Russian team se-
quenced the main hemophilia genes in DNA recovered from Alexei and
his sister Anastasia. They identified a causal mutation in the Factor IX
gene that was present on Alexei’s one X chromosome, and heterozygous
in Anastasia 60.

This mutation has a very interesting mechanism. Recall that the 3’ ends
of introns are indicated, in part, by an AG dinucleotide. In this case, the
mutation creates a new AG near the 3’ end of the intron, two base pairs
upstream from the original wildtype AG splice site. The new AG is pre-
ferred by the splicing machinery, and this results in the exon being ex-
tended by two base pairs. This in turn creates a frameshift in the reading
frame, leading to a nonfunctional protein:

40

https://commons.wikimedia.org/wiki/File:Nicholas_II_and_children_with_Cossacks_of_the_Guard,_cropped.jpg


Figure 1.38: Mechanism of the royal
hemophilia mutation. Exonic nucleotides are
in upper case letters and intronic in lowercase.
The a→g mutation is marked in red; it creates
a new 3’ ag splice site, which shifts the position
of the second exon to the left by two base pairs.
Thus the underlined G becomes part of the exon
in the mutated gene. The lower panel shows the
spliced mRNA with coding triplets indicated.
Addition of G to the exon creates a frameshift
(highlighted), which extends another 10 amino
acids before terminating in TAA (STOP). Credit:

Redrawn from Rogaev et al 2009 [Link]

…AAG CAG TAT GTT G gtaagca … ctatctcaaag AT GGA GAT CAG …

…AAG CAG TAT GTT G gtaagca … ctatctcagAG ATG GAG [8] TAA

Wildtype Factor IX (DNA sequence):

Royal mutation:

Mutation creates new ag splice site, 
shifts exon boundary, creates frameshift

wildtype

…AAG CAG TAT GTT GAT GGA GAT CAG …

…AAG CAG TAT GTT GAG ATG GAG [8] TAA

Wildtype spliced mRNA:

Royal spliced mRNA:

Extra sites added to exon

Frameshift

The royal mutation is just one of many different mutations that can cause
hemophilia: the global prevalence of hemophilia is about 1 per 5, 000
male births, caused by more than 1, 000 different mutations in the two
main hemophilia genes. A database of mutations in the Factor IX gene
provides a sense of the relative importance of different disease mecha-
nisms at this gene:

Mutation type Number % severe

missense 558 39%
frameshift 130 78%
nonsense 77 75%
splice site 83 41%
promoter 18 17%

Table 1.3: Mutation types in the
Hemophilia B disease database (Fac-
tor IX). Notice that most frameshift and
nonsense mutations cause severe disease
(unless they are near the end of the tran-
script), while other mutation types are less
often severe. Simplified data from Table 2 of Tengguo Li et al

(2013) [Link]. For brevity, minor categories including structural variants

are not shown.

As you can see above, most of the Hemophilia mutations affect either
the protein coding sequence (missense) or entirely rewrite the protein
sequence (frameshifts, nonsense, and splice site mutations).

Just a tiny fraction of the mutations are located in the promoter; these
presumably change gene expression. This distribution of mutation mech-
anisms is typical of monogenic diseases. In contrast, we’ll see later that
regulatory variants are the major drivers for complex traits.

How does structural variation affect the information in genomes? As
we discussed for SNPs, structural variants can affect both protein cod-
ing sequences and expression, but with a wide diversity of possible out-
comes.

Changes in protein-coding sequences. Some smaller-scale variants such
as STRs and VNTRs sit inside protein coding sequences; hence changes
in copy number alter the protein coding sequence, as we described above
for the ACAN gene which affects bone growth (and therefore height).
Another famous example, Huntington’s disease, is caused by an STR re-

41

https://science-sciencemag-org.stanford.idm.oclc.org/content/326/5954/817.full
https://doi.org/10.1002/mgg3.30


peat (CAG, coding the amino acid glutamine). Alleles with large num-
bers of CAG produce long glutamine tracks; these form aberrant pro-
tein clumps in neurons, leading to a severe neurological symptoms. We’ll
come back to Huntington’s Disease in Chapter 1.5.

But while this type of mechanism is important in a handful of genes, it
impacts relatively few genes across the genome 61.

Copy number changes. In contrast, changes in copy number usually act
through a completely different mechanism: they alter the expression
levels of any genes contained within the affected segments: typically to
50% of wildtype for a heterozygous deletion, or 150% for a duplication.

Figure 1.39: Expression reflects copy num-
ber. The cartoon shows what’s known as an
allelic series in which the copy number of a par-
ticular gene (marked by the arrow) ranges from 0
to 4 copies in different individuals. mRNA (and
protein) expression is usually roughly propor-
tional to the gene’s copy number.

Does this matter?

It turns out that cellular systems are often sensitive to the precise expres-
sion levels of genes. For example, cellular differentiation is controlled
by transcriptional regulatory networks, and small changes in expression
of key genes can lead to widespread changes in expression. Secondly,
many proteins act as components of multi-protein complexes that must
be formed in precise ratios. Under- or over-expression of any component
of a complex can have deleterious consequences.

Reflecting the importance of expression levels, some genes are described
as haploinsufficient, meaning that a single functioning copy of that gene
would not be sufficient for normal development or health. There are sev-
eral hundred genes with known haploinsufficiency, resulting in major
phenotypic effects.

Meanwhile, a much larger number of genes are copy-number sensitive:
i.e., copy-number changes have measurable effects on survival or repro-
duction: it’s estimated that, for about 20% of genes, loss of one copy re-
sults in a 10% loss of fitness 62. (Here, “fitness” is a combined measure
of survival and reproduction.) Thus, most large deletions or duplications
(1 Mb or more, say) are extremely likely to overlap one or more copy-
sensitive genes. Such large events often cause severe genetic syndromes
in heterozygotes and are usually very rare in the population.

Adaptation through copy-number changes. However, copy number changes
are not universally negative. Very occasionally copy number expansions
evolve as a mechanism for increasing expression. For example, the amy-
lase gene, AMY1, which is responsible for breaking down dietary starch,
is present in our genome with a variable number of copies, ranging from
around 2-16 copies per person 63. These copies appear as tandem repeats
within a single genomic region (“tandem” here meaning adjacent, rather
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than scattered around the genome), as you can see in the FISH image be-
low 64. (FISH is a technique in which DNA probes with fluorescent tags
are hybridized to specific DNA sequences so that they can be imaged
with microscopy.)

Figure 1.40: Genome and protein varia-
tion of salivary amylase. A. Fiber FISH
has been used to label individual copies of
the AMY1 locus in this microscopic image.
The two images show the two homologous
copies of this region; each AMY1 copy is
marked by one green and one red block,
showing 10 copies on one homolog and 4
on the other. B. Genomic copy number of
AMY1 is highly correlated with Amylase
protein levels in the saliva, in a sample of 50
individuals. Credit: Modified from Figure 3a and 1c of George

Perry et al (2007) [Link] Used with permission.

A. Fiber FISH for an individual with 10+4 copies of AMY1 B. AMY1 genome copy number vs. protein levels 

As you can see above, variation in amylase copy number also has func-
tional consequences: higher copy number is correlated with higher pro-
tein levels in the saliva, which may enhance starch digestion.

There’s one more fascinating aspect to the amylase story: The copy num-
ber of amylase in humans is greatly expanded relative to other great apes
(e.g., the copy number in chimpanzees is around 3 per haploid genome).
This has led to the hypothesis that the copy number expansion is an evo-
lutionary adaptation to the higher levels of starch in human diets com-
pared with our evolutionary ancestors. Remarkably, some other species
that are associated with humans (and may also have high-starch diets)
also have expansions of the amylase locus, including dogs compared to
wolves, and mice and rats compared to other rodents 65.

Chromosome inheritance errors: aneuploidy. Lastly, we’ll talk briefly
about a completely different kind of genetic variation that is usually
not inherited: the cases where the fertilized egg inherits too many, or too
few chromosomes, a situation known as aneuploidy. In most cases, aneu-
ploidy has major phenotypic consequences, and is generally not transmit-
ted to subsequent generations i. i Like the discussion of copy number vari-

ation above, aneuploidy illustrates a fun-
damental principle: organisms are very
sensitive to changes in the precise ra-
tios of expression across genes. Small
variations in expression, spread across many
genes, are major drivers of human pheno-
typic variation, evolution, and disease 66.

Recall from our last chapter that we discussed the process of meiosis.
Most human cells contain two sets of 23 chromosomes, but eggs and
sperm each carry half the usual number: 1 set of 23 chromosomes each.
Meiosis is the reduction process in which the number of chromosomes is
cut from 46 to 23. A fertilized egg then receives 23 chromosomes from
each parent to bring it back to the correct number of 46 total chromo-
somes.

Sometimes there are errors in meiosis where two homologs stick together
during cell division and both wind up in the same cell. When this hap-
pens, the fertilized egg ends up with either an extra chromosome (3 copies
of one of the chromosomes for a total of 47) or missing a chromosome (1
copy of that chromosome for a total of 45). These errors occur most of-
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ten in older mothers, for reasons we’ll explain in the next chapter. (It’s
outside our scope in this chapter, but aneuploidy can also arise during
mitosis and is a common feature of cancer genomes.)

Aneuploidy where a chromosome is present in single copy is referred to
as monosomy, while aneuploidy with three copies of a chromosome is
a trisomy. Most of the possible aneuploidies have very severe effects on
global gene regulation, and the embryos do not survive to birth.

One exception is that embryos with an extra copy of the smallest chro-
mosome, Chromosome 21, do sometimes survive to birth. These children
have Down Syndrome, and usually have developmental delays and may
suffer from health issues including heart problems. Children with tri-
somies of two other chromosomes (18 and 13) can also survive to birth,
but they have severe disabilities and low survival. Figure 1.41: Karyotype of a boy with Kline-

felter Syndrome: he has two X and one Y chro-
mosome. The chromosomes were imaged while
condensed during mitosis, and then positioned in
order. Credit: Nami-ja [Link] Public Domain

Additionally, embryos with extra, or missing copies of the X and Y chro-
mosomes also often survive to birth. Although these individuals often ex-
hibit developmental problems, the X/Y aneuploidies are generally much
less severe than autosomal aneuploidies for reasons we’ll describe below.
Individuals with at least one Y are usually assigned male sex at birth, re-
gardless of the total number of Xs and Ys. This is because the SRY gene,
which encodes a transcription factor that turns on male developmental
programs, is located on the Y chromosome. The side image shows the
karyotype – the number and identities of the chromosomes – in a boy
with Klinefelter Syndrome (two X and one Y).

The most frequent types of aneuploidy in humans that survive to birth
are listed below. As we’ll discuss shortly, these include the three chromo-
somes with the fewest genes, and unusual combinations of the X and Y
chromosomes.

Syndrome Frequency Notes
Trisomy 13 (Patau Syndrome) 1/5,000 Severe developmental issues; 5-10% survival at first year
Trisomy 18 (Edwards’ Syndrome) 1/5,000 Severe developmental issues; 5-10% survival at first year
Trisomy 21 (Down Syndrome) 1/1,000 Mild to moderate intellectual disability, low fertility
X (Turner Syndrome) 1/2,000 Female, extensive developmental issues, infertile
XXX (Triple X Syndrome) 1/1,000 Female, frequent physical/learning issues, often fertile
XXY (Klinefelter Syndrome) 1/500 Male, may have some feminized features, low fertility
XYY 1/1,000 Male, symptoms usually absent, normal fertility

Table 1.4: The main types of aneuploidy that can survive to birth. Frequency estimates
reflect rates among live births; birth rates for some of these conditions are declining due
to prenatal screening.

Why does aneuploidy affect development? An individual with a mono-
somy or trisomy can still make the full complement of proteins. But as
we discussed above, cells depend on having a precise balance of all their
proteins. Individuals with an extra (or a missing) chromosome produce
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either too much, or too little of all the proteins on that chromosome, and
these imbalances lead to major developmental problems. By and large,
these are not due to the impact of a few genes that are particularly sensi-
tive to copy number, but instead the accumulated effects of hundreds to
thousands of genes with one extra copy each.

One indication of this is that the severity of trisomies reflects the number
of genes on each chromosome: it’s no coincidence that Trisomy 21 (Down
Syndrome) is the least severe trisomy, and that 18, and 13 are next in line,
as these are the three chromosomes with the fewest genes (among the
autosomes). A similar result can be seen in mice, where there is a tight
inverse correlation between chromosome length and how long the corre-
sponding trisomies can survive 67:

A. Humans: the three viable trisomies have the lowest gene counts B. Mice: embryonic survival is inversely related to chromosome size

Figure 1.42: Trisomies of chromosomes with fewer genes are more viable. A. The plot shows gene number for
each autosome (y-axis), ordered by chromosome number 1–22. The three autosomes with viable trisomies are those with
the fewest genes. B. In a study of trisomies of different mouse chromosomes, there was a strong relationship between chro-
mosome size and how long the mice could survive. Credit: Modified from Figure 2 of Eduardo Torres et al (2008) [Link] Used with permission.

The situation for the sex chromosomes is a little different, but reflects the
same principles.

Remember that usually females have 2 X chromosomes, and males have
an X and a Y. Ordinarily in females one X chromosome in each cell is si-
lenced by a process known as X-inactivation: in other words, only one
chromosome is used for gene expression. This is important so that there
is no major mismatch between the gene expression levels of X chromo-
some genes in males and females. This same mechanism rescues people
who have three or more X chromosomes, because X-inactivation ensures
that there is only one active X, regardless of the actual number of Xs.

Meanwhile, there are only about 50 protein-coding genes on the Y chro-
mosome, and many of these are involved in development of the male re-
productive system and of sperm, so individuals with an extra Y chromo-
some (XYY) are generally healthy.
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The fact that individuals with unusual X/Y karyotypes often do have
some degree of symptoms is because around 100 genes escape X inacti-
vation 68. Consequently, individuals with unusual XY karyotypes do not
maintain the correct dosages for these genes: this can lead to develop-
mental and health issues, especially for Turner’s Syndrome (X-) patients,
as outlined in Table 1.4 69.

Karyotypes evolve rapidly over evolutionary time! Given the strong
constraints within the human population in maintaining correct chromo-
some numbers, it may come as some surprise to learn that closely-related
species often evolve quite different karyotypes 70 j. j For an interesting table of chromosome

numbers in different species see: Link.
For example, humans have 23 pairs of chromosomes, while other great
apes have 24 pairs: this is because human chromosome 2 is a fusion of
two ancestral ape chromosomes 71.

Figure 1.43: Partial karyotypes of the great
apes. The image shows human chromosomes 1–
5, pictured alongside the corresponding great ape
chromosomes. Left to Right: human, chimpanzee,
gorilla, orangutan. Human Chromosome 2 is
a fusion of two chromosomes that are separate
in the other apes.Credit: From Figure 1 of Jorge Yunis and Om

Prakash (1982) [Link]Used with permission.

While the overall structure of the great ape genomes are largely similar
aside from this fusion event, our next-nearest relatives, the gibbons, have
undergone extraordinarily rapid chromosome evolution. For example,
the genome of the northern white-cheeked gibbon has been dramatically
reorganized: it has 26 pairs of chromosomes, but even more strikingly it
differs from humans by 96 different rearrangements of large chromoso-
mal blocks 72!

Ordinarily, one might expect major chromosomal rearrangements to have
deleterious effects, and these are almost vanishingly rare within human
populations 73. Thus it’s surprising that closely-related species can evolve
dramatically different karyotypes. One potential explanation is that this
may be driven in part by the evolution of new centromeres that can hijack
meiosis to gain a selective advantage and spread through populations –
but this is an exciting area that is not yet well understood 74.

Figure 1.44: We like to tease our pet cats
that they are one chromosome short of a
mango! (Cats have 19 pairs of chromosomes
– and mangoes have 20.) Credit: Lucy Pritchard

In summary, the genomes of any two people differ at millions of positions, in-
cluding SNPs, as well as a variety of more complicated types of sequence differ-
ences. In the next chapter we will discuss how these differences can be detected
by DNA sequencing.
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