2.7 Natural Selection III. Genome-wide extent of selection

We have now touched on the main types of natural selection, and I have already hinted at a key question: how important are each of these in practice? Here we tackle this key question.

First though, it’s helpful to give some historical context 310.

By the 1960s, much of the basic theory of population genetics had already been developed, but molecular techniques for measuring genetic variation were extremely limited. Consequently, population genetics was largely a theoretical field 311. Little was known about the relative importance of the fundamental processes: mutation, recombination, migration, and drift; negative selection, positive selection, and balancing selection.

This started to change with the invention of gel electrophoresis, a technique that made it possible to measure protein variation on gels 312. The first examples came from humans and flies in 1966 313. These first studies were followed by a flurry of electrophoresis studies in a wide range of organisms – so many that this was cheekily referred to as the “find ‘em and grind ‘em” approach 314.

Before the electrophoresis era it was anticipated that most protein variants would be subject to strong selection. Thus the default state would be a wildtype allele and perhaps additional rare deleterious variants; meanwhile there would be occasional rapid sweeps, and perhaps balancing selection in some genes 315.

Given these expectations, it was a surprise to find that protein variation is widespread in most species. For example, in 1966 Lewontin and Hubby estimated that around \(\frac{1}{4}\) to \(\frac{1}{3}\) of genes were polymorphic within populations of the fly Drosophila pseudoobscura 316. One possibility was that this might indicate huge amounts of balancing selection, but this conclusion was controversial.

A complementary insight came from emerging data on protein differences between species. By the mid-1960s it was becoming apparent that proteins tend to accumulate amino acid substitutions steadily over evolutionary time. This was referred to by Zuckerkandl and Pauling in 1965 as the molecular clock 317. One vivid illustration of the molecular clock was published by Richard Dickerson, below, in 1971 318.

---

Of course it was possible that these protein changes were all adaptive, but even in the 1960s there were reasons to doubt this. The gene Cytochrome C, shown above, is found in a wide range of eukaryotes and fulfills a conserved role in the electron transport system in the mitochondria. King and Jukes (1968) noted that experiments comparing Cytochrome C proteins from different species could detect no functional differences. They hypothesized that the observed substitutions are mainly at positions that do not have a functional impact, and have fixed by neutral drift 319. Their proposal contrasts sharply with an adaptive model of protein evolution, where one might expect most substitutions to be functional.

The Neutral Theory of Molecular Evolution. Together, these observations stimulated a paradigm shift in the late 1970s in how people thought about the main forces acting on genetic variation – and especially the role of genetic drift. These new ideas were articulated in particular by the Japanese scientist Motoo Kimura, who dubbed this the Neutral Theory of Molecular Evolution 320. In short, he proposed that most new mutations are either approximately neutral, or deleterious; advantageous mutations are very rare and contribute only a tiny fraction of polymorphism and differences between species.

As stated by Kimura (1983) 321: “The neutral theory asserts that a great majority of evolutionary changes at the molecular level...are caused not by Darwinian selection but by random drift of selective neutral or nearly neutral mutants.... (P)olymorphisms are mainly due to mutations that are nearly enough neutral... that their behavior and fate are mainly determined by mutation and random drift...

On the topic of selection he clarified that: “The theory does not ... assume that selection plays no role; however, it does deny that any appreciable fraction of molecular change is due to positive selection or that molecular polymorphisms are determined by balanced selective forces... selective constraints imposed by negative selection are a very important part of the neutralist explanation...”
It's hard to overstate the impact this model has had on how we think about genetic variation. The Neutral Theory provides an intellectual framework for thinking about modeling, and a null hypothesis for data analysis. It is no longer controversial that most new mutations are neutral and that, of those that are not neutral, most are selected against. As we'll discuss in Part 3 of the book, these properties allow us to use genetic variation as a tool for studying population structure and history while largely ignoring the role of selection.

That said, it’s worth noting that early conceptions of the Neutral Theory under-appreciated the importance of some processes in shaping patterns of variation. One important early addition came from Tomoko Ohta’s work emphasizing the importance of nearly neutral mutations. Starting in 1973, Ohta argued that many mutations may have selection coefficients that are close to, but not precisely, 0. These can have important consequences: for example, recalling that selection is ineffective when $|4Ns|$ is less than about 1, we see that weakly deleterious variants fix at a higher rate in species with small $N$ than in species with large $N$, which can affect substitution rates in different lineages (Chapter 2.5). Another under-appreciated area was the role of linked selection (which we’ll cover in this chapter), and a third is the role of polygenic stabilizing selection and adaptation (Chapter 2.7).

The original theory also predated modern understandings of genome architecture, as well as the central importance of gene regulation in phenotypic variation and evolution.

And despite the Neutral’s Theory’s importance as a null hypothesis, significant effort in the last 50 years has been devoted to understanding its limitations. There has been a great deal of work aimed both at measuring overall rates of positive selection, as well as at elucidating the specific genetic changes that underlie adaptations. Even if only a small fraction of polymorphisms and substitutions are positively selected, the most interesting biology lies in those exceptions: for many evolutionary biologists, a sense of awe at the power of Darwinian adaptation is what got us excited about biology in the first place!

Substitution rates and the molecular clock. As shown above, proteins (and DNA sequences) tend to accumulate changes roughly linearly in time, though the rates differ between proteins. This observation would be puzzling if most substitutions are adaptive: why should adaptation occur at a roughly constant rate over hundreds of millions of years, while the organisms themselves, ecosystems, and parameters such as effective population size, vary hugely over time? The Neutral Theory provides a simple model for this.

First, we need to derive the substitution rate for purely neutral sequences. Suppose we sequence a neutral region of the genome in two species that diverged $T$ generations. How many differences do we expect to see be-
Mutations arise at a rate $\mu$ per base pair per generation. Let’s look first at fixation events in Species 1. Suppose that the population size of Species 1 is $2N$; then across the entire population of Species 1 we get $2N\mu$ new mutations per base pair each generation. Recall from Chapter 2.1 that new mutations will ultimately fix with a probability equal to their starting frequency: i.e., $1/2N$. Hence, the rate of fixation of mutations is

$$\text{Fixation rate} = \left[\text{Total rate of new muts}\right] \times \left[\text{Fixation prob. of muts}\right] \quad (2.93)$$

$$= 2N\mu \times \frac{1}{2N}$$

$$= \mu \quad (2.94)$$

The population size, $N$ here, cancels out, leading to the crucial result that neutral mutations fix at a rate $\mu$ per generation per site, regardless of population size.

Similarly, if we compare two species that have diverged for $T$ generations, then at neutral sites the expected frequency of differences is $2\mu T^{325}$. The factor of 2 reflects that fixation events occur in both lineages for $T$ generations $^{326}$.

Now let’s focus specifically on nonsynonymous changes $^3$. Think about what happens if a gene contains some positions where mutations would be neutral, and others where mutations would be deleterious: for example, mutations in a functional binding pocket of an enzyme might strongly disrupt function, while a change between similarly charged amino acids in an unstructured region might be neutral. Let’s suppose that a fraction of $\lambda$ of all changes are neutral, and $1 - \lambda$ are sufficiently deleterious that they have essentially no chance of fixing $^{327}$. Now we find that mutations fix at a rate

$$\text{Fixation rate} = \lambda \mu \quad (2.96)$$

per generation, and the expected number of substitutions per site between species is

$$2\lambda \mu T. \quad (2.97)$$

If we convert $\mu$ from a per-generation rate to a per-year rate, and assume that this is roughly constant across the phylogeny, and across genes, then this predicts that substitutions accumulate linearly in time, where the rates are proportional to the fraction of neutral sites. This results in the molecular clock, where the slope is proportional to $\lambda$ $^{328}$.

$d_n / d_s$ as an estimator for amino acid constraint. If we want to use Equation 2.97 to estimate $\lambda$ we need to know both the divergence time $T$ and gene-specific mutation rate $\mu$. Unfortunately, we don’t always have good estimates of these.

But we can get a better estimator of $\lambda$ by simply comparing the substitution rates for synonymous and nonsynonymous sites within the same

\[a\] Recall that nonsynonymous (=missense) substitutions change the amino acid encoded at a position, while synonymous substitutions do not. For example, CCC→GCC changes proline to alanine (nonsynonymous); but CCC→CCG maintains proline (synonymous).
gene. This is captured in a measure called \( \frac{d_n}{d_s} \) (also known as \( K_a/K_s \)). Here \( d_n \) is the expected number of nonsynonymous substitutions per nonsynonymous site, and \( d_s \) is the corresponding number for synonymous substitutions. Then \( \frac{d_n}{d_s} \) gives the ratio of the two rates \(^b\).

To interpret \( \frac{d_n}{d_s} \), let’s first make the simplifying assumption that all synonymous mutations are neutral \(^{331}\). Then the expected synonymous divergence between two species would \( E(d_s) = 2\mu T \), as above.

For nonsynonymous sites in the same gene, the expected nonsynonymous divergence would be \( E(d_n) = 2\lambda\mu T \). So the ratio of the expected values tells us that \(^{332}\):

\[
\frac{d_n}{d_s} = \lambda.
\]

(2.98)

Notice that since \( \lambda \) represents the fraction of neutral sites, \( \frac{d_n}{d_s} \) must be between 0 and 1 under this model.

Indeed, this is the case for most genes, as you can see in this plot showing the distribution of \( \frac{d_n}{d_s} \) values in mammals \(^{333}\):

This study reported a genome-wide average of about \( \frac{d_n}{d_s} = 0.14 \), which we could interpret to mean that about 14% of amino acid substitutions were effectively neutral.

**Positive selection, \( \frac{d_n}{d_s} \), and the MK test.** In the absence of positive selection \( \frac{d_n}{d_s} \) is always \( \leq 1 \). But what happens if some nonsynonymous mutations are actually favored by selection? Intuitively, you might expect that selection should increase divergence at nonsynonymous sites, and could potentially push \( \frac{d_n}{d_s} > 1 \). This suggests a test for adaptive evolution of protein sequences: Can we find genes for which \( \frac{d_n}{d_s} \) is significantly > 1?

To understand this, let’s consider a simple extension of the model to three categories of sites:

- A fraction \( \lambda_0 \) are neutral
- A fraction \( \lambda_a \) are advantageous with selection coefficient \( s \)
- A fraction \( 1 - \lambda_0 - \lambda_a \) are strongly deleterious

Recall that favored mutations fix with probability \( s \). \(^{334}\) Hence, favored mutations arise at a rate \( 2N\lambda_a\mu \) per generation, and fix at a rate \( 2N\lambda_a\mu \cdot s \).
So the expected divergence at nonsynonymous sites in time $2T$ will be $\lambda_0 \cdot 2\mu T + 2N\mu s \cdot 2\mu T$, compared to $2\mu T$ at synonymous sites, and

$$\frac{d_n}{d_s} = \lambda_0 + 2Ns\lambda_a. \quad (2.99)$$

To make this concrete, suppose that $\lambda_0 = 0.2$; and further suppose that 1% of nonsynonymous mutations in a gene have a selective advantage $s = 0.1\%$ in a population of $10^4$. Then $2N\mu s = 0.2$, and $d_n/d_s$ is 0.4. In this example, even though many of the sites are fixed by positive selection, $d_n/d_s$ is still much less than 1.

In fact, we need a lot of selection to detect it using $d_n/d_s$. For example, suppose that 1% of nonsynonymous mutations have an advantage of $s = 1\%$. We now predict that $2N\mu s = 2.0$ and $d_n/d_s$ will be 2.2, and we reject neutrality.

**High $d_n/d_s$ at MHC genes.** It’s quite unusual in mammals for selection to be strong enough to drive $d_n/d_s$ above 1, but a famous example occurs in genes of the Major Histocompatibility Complex (MHC) 335. MHC genes play an essential role in defense against infection by presenting fragments of proteins known as peptides for surveillance by T cells. T cells are trained to ignore peptides from our own proteomes; but when they detect foreign peptides they initiate an immune response.

Crucially, different MHC alleles have different potential binding repertoires. Thus, the universe of peptides that you can present to T cells depends on your genotype across the six MHC genes involved in antigen presentation. There is an overall advantage to having different alleles at each MHC gene, as it expands the potential space of antigens you can present, and particular MHC alleles may especially effective against particular pathogens. All of these factors have led to huge selection pressure for allelic diversity in the MHC, driving ancient balancing selection, similar to the ABO story in the last chapter 336.

Given the strong selection pressure in favor of functional diversity, it should come as no surprise that there is enormous nonsynonymous diversity at functional sites in the MHC genes. A classic 1988 paper by Austin Hughes and Masatoshi Nei examined $d_n$ and $d_s$ between highly diverged human alleles for three MHC genes. They predicted high $d_n$ within the peptide binding region (PBR), but not in the rest of the protein where the function is more conserved 337.

<table>
<thead>
<tr>
<th>Peptide Binding (L=57)</th>
<th>Not PBR (L=125)</th>
<th>Exon 4 (L=92)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_n$</td>
<td>$d_s$</td>
<td>$d_n$</td>
</tr>
<tr>
<td>MHC-A</td>
<td>13.3</td>
<td>3.5</td>
</tr>
<tr>
<td>MHC-B</td>
<td>18.1</td>
<td>7.1</td>
</tr>
<tr>
<td>MHC-C</td>
<td>8.8</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Consistent with this logic, you can see above that $d_n$ is larger than $d_s$ within the
peptide binding region, and lower elsewhere. This indicates that there is frequent adaptive evolution within the peptide binding region, and main selective constraint in the structural regions of these genes.

However, more generally, testing for $d_n/d_s > 1$ is not a very powerful test because it’s highly unusual to see so many adaptive changes in one small region; secondly, we may not know in advance which sites are likely to be evolving adaptively as we do in the example above (but see 338, 339).

**Tests contrasting polymorphism and divergence.** A paper by John McDonald and Martin Kreitman in 1991 suggested a more powerful test for selection by contrasting variation within and between species, now known as the **McDonald-Kreitman or MK test**. The key concept is that selective sweeps occur quickly compared to drift, and so they are more likely to be observed in a data set as differences between species than as polymorphic sites within species.

In one version, the MK test considers gene sequences for multiple individuals from each of two species. Variants can be classified as being either **fixed differences** between the species, or **polymorphic** within one of the species. Similar to the model we used before, the null hypothesis will be that a fraction $\lambda$ of new nonsynonymous mutations are neutral, and $1 - \lambda$ are strongly deleterious.

Assuming that selection against deleterious variants is strong enough, we don’t expect to see deleterious variants as polymorphisms, and certainly not as fixed differences. In this scenario, we expect the ratio of nonsynonymous to synonymous to be the same (i.e., $\lambda$) for both polymorphisms and fixed differences (Panel A):

![Figure 2.119: Overview of the MK test.](image)

A. In the baseline model (Neutral + Strongly deleterious) the expected ratio of nonsynonymous:synonymous variants is the same in the fixed and polymorphic categories. B. In the model with positive selection, there is a greater fraction of nonsynonymous sites among the fixed differences.

But if some nonsynonymous sites are positively selected, then these will tend to sweep through populations very quickly (Panel B). Because they sweep quickly, it’s rare that one would be just in the process of sweeping right now, and much more likely that they would be fixed differences.

For this reason we expect that positively selected variants will increase the fraction of nonsynonymous variants among the fixed differences.

Consistent with the positive selection model, the first application of the MK approach found a much higher fraction of nonsynonymous substitutions *between* Drosophila species (41% of substitutions) compared to nonsynonymous polymorphisms within species (just 5% of variants):

\[ A \text{ fixed difference is a variant where all individuals in one species have one variant, while all individuals in the other species have a different variant.} \]

\[ B \text{ polymorphic within one of the species.} \]

\[ C \text{ A fixed difference is a variant where all individuals in one species have one variant, while all individuals in the other species have a different variant. A polymorphism would be variable within the sample from one or other species.} \]

\[ D \text{ You can look at Figure 2.95 to see that selected variants fix much faster than neutral variants.} \]
### Table 2.8: Excess of nonsynonymous substitutions in the Drosophila ADH gene.
The table shows the numbers of nonsynonymous and synonymous variants that are either polymorphic within species, or fixed between species (P-value for a test of independence is 0.006). Modified from McDonald and Kreitman (1991) [Link].

<table>
<thead>
<tr>
<th></th>
<th>Fixed</th>
<th>Polymorphic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonsynonymous</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Synonymous</td>
<td>17</td>
<td>42</td>
</tr>
<tr>
<td>% Nonsynon.</td>
<td>41.2%</td>
<td>4.7%</td>
</tr>
</tbody>
</table>

The authors interpreted this as evidence that positive selection at ADH drives nonsynonymous fixations that accumulate as an excess of between-species differences. Since then, MK analyses in the genome-wide era have revealed rampant positive selection in Drosophila: likely as many as 50% of nonsynonymous differences between species were fixed by positive selection.

For humans, in contrast, it seems that a much smaller fraction of nonsynonymous differences between humans and other primates were fixed by positive selection: likely in the range of 0–10%, although the precise fraction is still a matter of debate. This work shows that the great majority of nonsynonymous substitutions in primates are effectively neutral.

### Linked selection: background selection and hitchhiking.

This brings us to our last major selection topic, linked selection, which deals with the effects of selection—both positive and negative—at nearby sites. Here, we ask: How does selection affect the patterns of genetic diversity at nearby neutral sites?

Our story begins around the same time as development of the McDonald-Kreitman test, when an observation from Drosophila presented an important new challenge to the Neutral Theory. A 1992 paper by David Begun and Chip Aquadro showed that regions of the fruit fly (Drosophila) genome with low recombination rates tend to have low genetic diversity.

Similar patterns are also seen in humans (side panel).

Begun and Aquadro proposed that this observation is evidence for widespread genetic hitchhiking with selective sweeps. Recall from Chapter 2.6 that when a favored mutation sweeps rapidly through the population, it carries a surrounding haplotype with it, up to high frequency, in a process known as hitchhiking. As a sweep nears completion it eliminates...
genetic variation in a window around the selected site (Figure 2.96).

The size of the window is inversely related to \( r \times 2\log(2N)/s \), where \( r \) is the local recombination rate, \( N \) is the population size, and \( s \) is the selection coefficient. This is intuitive: when \( r \) is high, recombination breaks up the sweeping haplotype much more efficiently than when \( r \) is low.

Begun and Aquadro hypothesized that sweeps are scattered randomly across the genome. When they sequenced a locus with low recombination rate it was much more likely to fall within the window of a recent sweep (and therefore, have low diversity) than when they sequenced a locus with high recombination rate. They concluded that “Hitch-hiking thus seems to occur over a large fraction of the \( Drosophila \) genome and may constitute a major constraint on levels of genetic variation”.

**Background selection.** However, the next year an alternative explanation, dubbed background selection, was proposed by Brian Charlesworth and colleagues. The essential concept of background selection is that when deleterious mutations arise, they may drift briefly but are unlikely to contribute to the population long-term. As those variants are eventually purged, any linked neutral variants are lost too.

One helpful way to think about this is that, at any given locus, the copies of this locus present in the population today are primarily descended from past copies of the locus that did not carry deleterious mutations. Thus, deleterious mutations can be thought of as reducing effective population size within a linked region.

To model this, let’s first look at background selection in a region without recombination. Define \( f \) as the total fraction of chromosomes that carry deleterious mutations. A simple model suggests that at equilibrium

\[
f \approx L\mu/hs,
\]

where \( L \) is the number of basepairs that can produce deleterious mutations, \( \mu \) is the mutation rate per base pair, and \( hs \) is the selective disadvantage for a heterozygote.

Provided that selection is strong enough that individual deleterious mutations don’t persist long in the population (\( hs >> 1 \)), you can think of

---

\( ^e \) In a minor abuse of notation, in this section we use \( hs > 0 \) to indicate a selective disadvantage. The derivation requires that selection is considerably stronger than drift, i.e., \( hs >> 1/N \).
this as reducing the effective population size locally by a factor $1 - f$.

Then we can approximate the expected pairwise genetic diversity, $E[\pi]$, in this region as

$$E[\pi] = \pi_0(1 - \frac{L \mu}{hs}), \quad (2.101)$$

where $E[\pi_0]$ is what the expected genetic diversity would have been if there were no background selection.

What happens with recombination? Let’s say we sequence a region that is at a recombination fraction $r$ from a conserved functional element. Now things are more complicated, because a neutral variant in the sequenced region could be rescued by recombining away from a linked deleterious mutation. After a flurry of math, the expected diversity is found to be

$$E[\pi] = \pi_0\left[1 - \frac{L \mu}{hs(1 + r/hs)^2}\right]. \quad (2.102)$$

The last part of this expression, $\frac{L \mu}{hs(1 + r/hs)^2}$, represents the proportional decrease in variation due to background selection. This has the intuitive form that the impact of background selection increases with the deleterious mutation rate $L \mu$, and decreases with recombination distance $r$. The relationship with selection strength is more complicated.

Next, the total strength of background selection experienced at a site depends on the cumulative contributions from all linked functional loci (for example, all coding exons, conserved gene regulatory elements, etc). The total reduction in $\pi$ is a product of the contributions from each functional element:

$$E[\pi] \approx \pi_0 \prod_{i=1}^{M} \left[1 - \frac{L_i \mu}{hs(1 + r_i/hs)^2}\right]. \quad (2.103)$$

where $i$ indexes each of $M$ linked functional elements.

Does this model fit real data?

In a 2009 paper, Graham McVicker and colleagues used this approach to predict the background selection effect of constrained regions across the human genome. As you see from Equation 2.103, the strength of background selection at any specific location depends on the local landscape of linked functional elements. This can be used to predict genetic diversity at neutral sites across the genome, depending on the number, size, and genetic distance to nearby functional elements in the genome sequence. This reduction in diversity is commonly written as $B$:

$$B = \frac{E[\pi]}{\pi_0} \quad (2.104)$$

The plot below shows an updated version of McVicker’s analysis. As you can see, the background selection model provides a remarkably good prediction of the landscape of genetic diversity in humans:
This is actually quite a dramatic effect, with the model accounting for most variation in genetic diversity (at megabase scale) across the genome, emphasizing the importance of linked selection in shaping genetic variation.

**Background selection or hitchhiking?** Thus, in both humans and flies (and other species) we see a strong relationship between neutral sequence diversity, and the local recombination rate and density of nearby functional sequence. This is compelling evidence that linked selection plays a major role in shaping genetic diversity across the genome. But it leaves us wondering how much of the linked selection effect is due to background selection versus hard sweeps.

One way of distinguishing these is to note that if hard sweeps are important, then there should be a dip in diversity specifically near the sites of completed sweeps. This is different from the general depletion of variation due to background selection. We don’t know which sites have had recently completed sweeps, but we could hypothesize that these would be enriched at recent nonsynonymous substitutions. Under this hypothesis, diversity near nonsynonymous substitutions would reflect a mixture of neutral and selected signals. To summarize: if an appreciable fraction of nonsynonymous substitutions on the human lineage are recently completed hard sweeps, then we should see lower diversity near those sites compared to a model with background selection only.

But, instead, the genetic diversity around nonsynonymous substitutions can be predicted entirely from the background selection model. The plot below shows the average of genetic diversity around all nonsynonymous substitutions, along with the predictions under background selection. There’s a dip at the center of the plot, but this is only because nonsynonymous sites are generally in regions with lots of functional sequences – as you can see the data are extremely similar to the background selection model:
This analysis would have had power to detect a signal if as much as 10% of nonsynonymous variants had swept with strong selection ($s=1\%$)\(^{359}\), though it has less power to detect soft sweeps. In contrast, this type of analysis does show a clear signal in Drosophila, where selective sweeps seem to be much more common\(^ {360}\).

In summary, this analysis and the MK results argue that at most a small fraction (<10%) of nonsynonymous variants in humans were fixed by strong positive selection. Similarly, genomewide selection scans reveal relatively few unequivocal examples of recent sweeps in noncoding regions. This leaves open the possibility of positive selection through soft sweeps, much weaker hard sweeps, and polygenic adaptation as we’ll discuss next.

**Concluding remarks.** In this section of the book we have covered some of the core principles for understanding genetic variation. One remarkable aspect of population genetics is that many of the fundamental concepts extend logically from the basic genetic and population processes: mutation; Mendelian segregation; linkage; random mating and population structure; and different forms of selection.

That said, while many key concepts were already understood 50 years ago, it has taken much longer to determine the relative importance of the different processes—in particular the impact of genetic drift, linkage, and the different types of selection in shaping patterns of variation and evolution—and many aspects of this are important areas of research now that we have much richer genome data, and modern tools from functional genomics.

I think it’s fair to say that versions of the Neutral Theory now provide the central structure for most models of genetic variation: at least 90% of new single nucleotide mutations are essentially neutral, and most of what is not neutral is deleterious. However, we also now know that linked selection in the genome, mainly from background selection, is pervasive, so that diversity in most of the genome is reduced relative to the maximum possible under a fully neutral model.

What then, is the role of positive selection? Even if only a tiny fraction of variants are positively selected, we do know that the natural world, including humans, show an astonishing diversity of forms. Organisms are
amazing molecular machines, and exquisitely adapted to their environments. This must happen through forms of adaptation. As I discussed at length, we do now have compelling examples of the various forms of positive selection acting in humans: including hard and soft sweeps, and ancient balancing selection.

However, my personal reading of the data is that strong hard selection on individual loci has been rare in the human genome during the past ~ 200,000 years when we can best detect it. Many of the exceptions where we do see sweep signals are at genes where a single protein plays an exceptional role in some process—for example Duffy, which serves as a specific receptor for vivax malaria; or lactase which plays an essential role in digesting lactose. The relative importance of different modes of selection seems to vary greatly across species, and hard sweeps may be less important in humans than in some other species that have been studied, including flies and stickleback fish.

It’s possible that environmental pressures acting on human populations are often variable and inconsistent across space and time, and thus it is rare for selection be both strong and consistent enough over the many thousands of years that are required for hard sweeps in a species with our long generation time. This hypothesis may be consistent with recent work on ancient DNA identifying many short-term selective frequency shifts. This work suggests that perhaps much of the recent selection has taken the form of partial soft sweeps – which would not show up clearly in most analyses.

Lastly, it is likely that most human adaptation comes through polygenic shifts of complex traits. We do know that the genetic variation in most phenotypes, aside from monogenic genetic diseases, is highly polygenic. It must surely be the case that environmental pressures are continually pushing optimal phenotypes around in some high-dimensional phenotype space as conditions change. However, polygenic adaptation leaves little trace in the data and, at the time of writing, detection remains difficult. We will consider the population genetics of polygenic traits in detail later in the book.

Well done! You have now completed the population genetics section of the book! These main principles are useful for understanding all aspects of human genetic variation. In the next section we’ll focus on application of these principles for understanding the genetic structure and history of human populations.
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natural extension of the Neutral Theory:
Jensen JD, Payseur BA, Stephan W, Aquadro CF, Lynch M, Charlesworth D, et al. The importance of the neutral theory

323 So far we have been following the Neutral Theory in treating mutations as either neutral, or strongly deleterious.
However, starting in 1973, another Japanese scientist Tomoko Ohta emphasized the role of nearly-neutral mutations in
protein evolution (Ohta 1973 paper, and later Annals review). In contrast to this simplest model, she argued that many
amino acid substitutions may be weakly selected – i.e., with |2Ns| around 1 or less. Notice that the “drift barrier” model
discussed earlier is closely related to this model. The Nearly Neutral model allows for much more complexity in pro-
tein evolution: for example we can expect higher substitution rates in populations with smaller effective population sizes.
Hence in the Nearly Neutral model, $\lambda$, the fraction of approximately neutral sites, is no longer a fixed property of a gene,
but instead increases or decreases depending on changes in $N_e$. Secondly, the fixation of nearly neutral mutations can lead to clumping of substitutions over time, because the substitution of one weakly deleterious mutation may be followed by substitution of weakly advantageous compensatory mutations nearby.


325 Technically, here, $T$ is the average coalescent time for lineages from each of the two species, rather than the species split time.

326 Note that in data analysis, the number of sequence differences between two species is actually a lower bound on the number of substitutions, as there may be “multiple hits”: i.e., positions that have had multiple substitutions; there are many statistical methods to account for this.

327 Variants are sufficiently deleterious that they have essentially no chance of fixing if $s << -1/N$.

328 It’s long been observed that the molecular clock is not precisely clocklike. The strongest version of the molecular clock model would suggest that substitutions occur at a constant rate, uniformly in time (technically, as a Poisson Process with a fixed rate). In practice, substitutions tend to be more clumped within a phylogeny than expected under the ideal clock model; this is referred to as the overdispersed molecular clock. Early work documenting this argued that the overdispersed clock was evidence against the Neutral Model, and in favor of bursts of adaptive evolution Gillespie (1989) but later work has argued that much of this can be explained by a combination of effects, including gene- and lineage-specific changes in mutation rates, as well as substitutions of nearly neutral mutations, as in Ohta’s Nearly Neutral Theory. For recent work in this area see work from Bedford and colleagues. Note that Bedford et al found stronger overdispersion at nonsynonymous sites than synonymous, indicating that these are not purely mutational effects. Secondly they found stronger overdispersion in mammals than in flies, than in yeast; this pattern suggests that overdispersion may be stronger in small populations than in large populations, which is perhaps the opposite of what we might expect if the overdispersion were mainly due to bursts of adaptation.


329 The traditional notation $dN/dS$ or $d_N/d_S$ notation introduces multiple notational clashes: $d$ is a distance and not a derivative; $N$ and $S$ refer to nonsynonymous and synonymous sites and not population size or selection. For this reason I use lower case, subscript $n$ and $s$. In general the usage should hopefully be clear from context.

330 Here I’m skating over many complexities in estimating $\hat{d}_n/\hat{d}_s$. First, it varies across papers whether these distances are treated as expected outcomes of an evolutionary process, or the realized numbers of substitutions. Even if it’s the latter, these are still difficult to estimate due to the possiblities of multiple substitutions occurring at the same sites, and variation in the rates of transitions, transversions, and other mutation types. Lastly, one should be cautious when estimating ratios of random variables – for example the simple estimator can blow up for short genes if we don’t observe any synonymous substitutions.

331 You might reasonably worry about non-neutral effects on synonymous sites, including codon bias, or exonic splicing enhancers that overlap synonymous sites; but in aggregate these are generally weak compared to selective constraint on amino acid sequences so using synonymous sites as a baseline is generally a useful approximation.

332 In practice $d_n/d_s$ is usually estimated as a ratio of estimates, namely $\hat{d}_n/\hat{d}_s$. Interpreting this is a bit more tricky because obviously the estimate comes with sampling variation, and as a ratio of random variables the estimator is a biased estimator of $\lambda$.


334 Chapter 2.5. As before we take $h = 0.5$

335 In humans the MHC is also known as the HLA or Human Leukocyte Antigen complex. The MHC/HLA is the main focus for transplant matching in organ donations because it is essential for distinguishing self from non-self antigens. The MHC is also the major driver of autoimmune disease – the immune system treats a delicate balance between sensitive immune surveillance for pathogens versus the risk of autoimmunity.

336 Like at ABO, distinct allelic lineages have likely persisted for > 20 million years, and there is enormous genetic diversity in the MHC region, with nucleotide diversity reaching well above 1% – more than 10-fold the genome-wide average background;


338One other fascinating example of high \(d_a/d_s\) is found in the PRDM9 zinc fingers, which you will recall from Chapter 2.3 play the critical role of directing recombination events:


339For this reason there has been a great deal of work on improving power to identify particular sites that are subject to positive selection, even within genes that are constrained at most positions eg:


The MK test built on other contemporaneous work, including notably the HKA test


341It’s beyond our scope here, but there has been a great deal of work on more complicated models that extend this basic idea. One weakness of the original MK test is that it ignores the fact that deleterious variants are much more likely to be polymorphic than to be substitutions: this in turn reduces power to detect an excess of nonsynonymous substitutions. However, it’s possible to improve the test by considering only common variants, or to use the polymorphism data to estimate a distribution of selection coefficients to make more-powerful MK tests, eg:


342However it’s worth noting that as the tests become more powerful, they also become more sensitive to model assumptions. One key vulnerability is variation in ancestral population sizes: for example, a small ancestral population size could allow more weakly deleterious variants to fix, and conversely for a large ancestral population size:


344Eyre-Walker and Keightley (2009) write that analysis of the human data “…reveals little evidence for adaptive substitutions. However, the true frequency of adaptive substitutions in human-coding DNA could be as high as 40%, because estimates based on current polymorphism may be strongly downwardly biased by a decrease in the effective population size along the human lineage.” Boyko et al (2008) estimated 9% in their baseline model. Uricchio et al (2019) estimated 13%. Again, it’s important to take all of these estimates with caution as the MK test is easily misled by changes in \(N_e\), which affect the rates of fixation of nearly neutral variants.


345Interactions between selected sites, or between selected sites and nearby neutral sites are sometimes referred to as Hill-Robertson interference, based on early work showing that selection at linked sites tends to reduce the efficace of selection at both sites.

Hill WG, Robertson A. The effect of linkage on limits to artificial selection. Genetics Research. 1966;8(3):269-94

Felsenstein J. The evolutionary advantage of recombination. Genetics. 1974;78(2):737-56
Note that for consistency with the background selection literature, and to simplify the notation, we use $s > 0$ in this section to indicate a deleterious allele, i.e., that fitnesses $1, 1 - hs$, $1 - s$, with $h \in \{0, 1\}$ and $s > 0$ indicate a deleterious derived allele.

We can solve for $f$ by noting that the input of new deleterious mutations per generation is $2NL\mu$, and the number of deleterious mutations removed by selection is $N \cdot 2f(1 - f) \cdot hs$ (the latter uses Hardy Weinberg, assuming that $f$ is low enough that most deleterious mutations are heterozygous). At equilibrium, input equals output, and solving for $f$ we get $f \approx 2NL\mu/hs$.

This is Equation 11 from Nordborg et al (1996); see also Hudson and Kaplan (1994). This expression implies the interesting result that for a fixed distance $r$, the background selection effect is strongest when $hs = r$. In other words, at nearby functional elements (small $r$), small values of $hs$ remove the most variation because the deleterious variants can drift up to become relatively common before ultimately being removed. But at large distances, only strong selection really matters: if selection is weak the linked variants have time to recombine to other chromosomes. Thus, assuming a recombination rate of $1cM/MB$, at 100kb from a functional region, weakly deleterious variants with $hs = 0.1\%$ would have the most impact but at 1MB distance variants with stronger effects, $hs = 1\%$, would have the most impact.

In some cases, the background selection effect is strongest when $hs = r$. In other words, at nearby functional elements (small $r$), small values of $hs$ remove the most variation because the deleterious variants can drift up to become relatively common before ultimately being removed. But at large distances, only strong selection really matters: if selection is weak the linked variants have time to recombine to other chromosomes. Thus, assuming a recombination rate of $1cM/MB$, at 100kb from a function region, weakly deleterious variants with $hs = 0.1\%$ would have the most impact but at 1MB distance variants with stronger effects, $hs = 1\%$, would have the most impact.

This is Equation 13.13; Nordborg, Elyashiv et al (2016) Eq 2. Note that for computational purposes it is common to use the further approximation that $1 - x = e^{-x}$ and then to rewrite this in the form $\exp\sum x_i$.

It’s sometimes known as McVicker’s B, which is an example of Stigler’s Law of Eponymy [Link].


and additional references as follow.

This method was pioneered by


Here I present results from the updated analysis by Murphy et al (2021).

Or 25% with moderate selection ($s=0.1\%$). The power analyses are from Hernandez (2011)

Elyashiv et al (2016) estimated that 4% of nonsense substitutions were fixed by strong selection, and 35% by weak selection.
There is a large literature on selection scans in humans and primates, using a variety of analysis techniques and data, and reaching different conclusions on the frequency, strength, and types of selection. Some of these discrepancies may reflect poor calibration of some studies, but my suspicion is that much of this probably reflects a lot of weak, soft, selection that forces variants up or down in frequency but rarely to fixation. This would lead to low power and poor replication across study types. It’s plausible that a lot of this selection is actually the tail-end of the distribution of polygenic effects.

Hayward LK, Sella G. Polygenic adaptation after a sudden change in environment. Elife. 2022;11:e66697