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Identification of Genetic Variants
That Affect Histone Modifications

in Human Cells

Graham McVicker,?* Bryce van de Geijn,">* Jacob F. Degner,™* Carolyn E. Cain,*
Nicholas E. Banovich, Anil Raj,"** Noah Lewellen,?> Marsha Myrthil,?
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Histone modifications are important markers of function and chromatin state, yet the DNA
sequence elements that direct them to specific genomic locations are poorly understood. Here,
we identify hundreds of quantitative trait loci, genome-wide, that affect histone modification or
RNA polymerase Il (Pol I1) occupancy in Yoruba lymphoblastoid cell lines (LCLs). In many cases,
the same variant is associated with quantitative changes in multiple histone marks and Pol Il, as
well as in deoxyribonuclease | sensitivity and nucleosome positioning. Transcription factor binding
site polymorphisms are correlated overall with differences in local histone modification, and

we identify specific transcription factors whose binding leads to histone modification in LCLs.
Furthermore, variants that affect chromatin at distal regulatory sites frequently also direct
changes in chromatin and gene expression at associated promoters.

ariation at noncoding regulatory sequences
‘ / contributes to the genetics of complex
traits (/—3), yet we still have limited under-
standing of the primary mechanisms by which
they act. One possibility is that regulatory var-
iants affect histone modifications that have down-
stream consequences on chromatin remodeling
or transcription (4). There are many possible post-
translational modifications of histones (i.e., “histone
marks”) (4), and sets of these co-occur in distinct
chromatin states (5—9), are associated with func-
tional elements (2, 10, 1), and are sensitive in-
dicators of changes in gene regulation (9, 12).
However, we still do not know whether histone
modifications are generally a cause or a conse-
quence of gene regulation or which DNA elements
direct cell type—appropriate histone marking
(7, 13). Thus, studies of genetic variants that dis-
rupt transcription factor binding sites (TFBSs)
may illuminate whether histone modifications
enable transcription factor binding or whether the
binding of transcription factors results in histone
modification.
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We performed chromatin immunoprecipitation
followed by sequencing (ChIP-seq) for RNA poly-
merase II (Pol II) and four posttranslational modi-
fications of histone H3 (H3K4mel, H3K4me3,
H3K27ac, and H3K27me3) in 10 unrelated Yoruba
Iymphoblastoid cell lines (LCLs). H3K4me3
(trimethylation of lysine 4) is primarily asso-
ciated with active promoters; H3K4mel (mono-
methylation of lysine 4) is associated with active
chromatin outside of promoters (e.g., enhancers);
H3K27ac (acetylation of lysine 27) is associated
with both active promoters and enhancers (6, 14);
and H3K27me3 (trimethylation of lysine 27) is
associated with silencing by the polycomb re-
pressive complex 2 (PRC2) (15, 16). We mapped
the ChIP-seq reads to the human genome, con-
trolling for mapping biases introduced by poly-
morphic sites (/7). Comparisons with ENCODE
(1) showed consistent distributions of each mark
(fig. S1).

To identify genetic associations with histone
marks and Pol II, we developed a “combined hap-
lotype test” that uses both read depth and allelic
imbalance to enable mapping of cis—quantitative
trait loci (QTLs) with small sample sizes (/7).
We applied the combined haplotype test to hun-
dreds of thousands of polymorphic sites with
sufficient read depth (i.e., sites within ChIP-seq
peaks) and identified more than 1200 histone
mark and Pol II QTLs at a false discovery rate
(FDR) of 20% (Fig. 1, A and B, and fig. S3). After
merging overlapping regions, we identified a to-
tal of 27 distinct QTLs for H3K4mel, 469 for

H3K4me3, 730 for H3K27ac, 118 for Pol II, and
2 for H3K27me3 (which tends not to fall into
strong peaks) (table S2). At an FDR threshold of
10%, we identified 582 distinct histone mark
and Pol IT QTLs (table S2). In principle, some of
these signals might be due to imprinting (&) or
random allelic inactivation; however, several lines
of evidence indicate that most of the regions that
we identify are conventional QTLs (supplemen-
tary text).

Many of the histone mark QTLs overlap pre-
viously identified QTLs for deoxyribonuclease
(DNase I) sensitivity (denoted “dsQTLs”) (18).
DNase [ sensitivity is an indicator of open chro-
matin, and DNase I hypersensitive sites (DHSs)
typically mark active regulatory regions that are
associated with active histone marks and tran-
scription factor binding (/9). Indeed, we found
an enrichment of low P values when testing for
QTL associations with Pol II and all four histone
marks at dsQTLs, compared to the genome-wide
set of tested single-nucleotide polymorphisms
(SNPs) (Fig. 1, A and B, and fig. S3). Never-
theless, although most histone mark and Pol II
QTLs are within 1 kb of a DHS (table S5), many
are far from known dsQTLs (fig. S8). This sug-
gests that histone modifications may provide
more power to detect differences in chromatin
state beyond that of DNase I sensitivity.

We plotted aggregate ChIP-seq read depth
around DHSs associated with dsQTLs (Fig. 2),
grouping read counts according to whether an in-
dividual carries the genotype associated with high,
medium, or low sensitivity at a dsQTL. Most of
the dsQTLs lie outside promoters, and the aver-
age histone mark read depths at dsQTL DHSs fol-
low qualitative expectations for distal enhancers
(6), with higher levels of H3K4mel and lower
levels of H3K4me3 and Pol II as compared to
promoters. High-sensitivity genotypes tend to have
reduced nucleosome occupancy within the DHS
(20); higher levels of transcription factor binding
(18); higher levels of the active marks H3K4mel,
H3K4me3, and H3K27ac; and higher Pol II oc-
cupancy. The relation between DNase I and the
repressive mark H3K27me3 is more complicated,
as we find both positive and negative associa-
tions. We find no opposite-direction effects between
DNase I and either H3K4mel, H3K4me3, or
H3K27ac (fig. S5).

At expression QTLs (eQTLs) (21), we strat-
ified the samples by the genotype of the most
significant e€QTL SNP and found overall patterns
similar to those at dsQTLs (Fig. 2). Individuals
who are homozygous for the high-expression
genotype generally have higher levels of DNase I
sensitivity, H3K4me3, H3K27ac, and Pol 1I
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occupancy at transcription start sites (TSSs).
The repressive H3K27me3 mark shows the op-
posite trend and is highest in the low-expression
genotype class.

We estimated the correlation of allele-specific
changes across pairs of data types, while account-
ing for the sampling variance at individual sites
(17). The allelic imbalances for features associated
with active regions—DNase I, Pol I, H3K4mel,
H3K4me3, and H3K27ac—are all highly posi-
tively correlated across 2-kb windows centered at
dsQTL DHSs (Fig. 1C). In particular, the strong
correlation in H3K4me3 and H3K27ac allelic
imbalances indicates that these modifications are
functionally linked and often depend on the same
genetic elements.

To test the hypothesis that histone modifica-
tion is directed by sequence-specific transcrip-
tion factors, we developed a statistical method to
evaluate whether polymorphisms in TFBSs are
associated with allelic imbalance in histone marks
or Pol II (/7). This method can infer causation
because it is likely that these polymorphisms
affect transcription factor binding. We identified
11,437 high-confidence TFBSs (22) that contain
sequence polymorphisms in the 10 individuals
that we studied. For each TFBS polymorphism,
we computed the difference in the transcription fac-
tor position weight matrix (PWM) score between
the two alleles (APWM) and looked for associa-
tions between APWM and allelic imbalance of
ChIP-seq reads. The associations are positive and
highly significant for the activating histone marks
and Pol II [P < 10~ for all marks by likelihood
ratio test (LRT)] and are significantly negative
for H3K27me3 (P = 0.028 by LRT; Fig. 3B).
As APWM is positively correlated with transcrip-
tion factor occupancy (18, 23) (fig. S11), these
results suggest that increased transcription factor
occupancy generally increases levels of nearby
activating histone marks and lowers the levels of
H3K27me3.

To identify specific transcription factors that
direct histone marking, we grouped factors into
clusters on the basis of sequence motifs and DNase
I footprint similarity and tested TFBSs from each
cluster for association between APWM and al-
lelic imbalance in the ChIP-seq reads. Out of the
39 clusters that have a sufficient number of poly-
morphic TFBSs to be testable, 11 have a signif-
icant association (FDR = 10% by LRT) with at
least one histone mark (Fig. 3B). Most transcrip-
tion factor clusters have positive associations
with activating marks and negative (or nonsig-
nificant) associations with H3K27me3. The tran-
scriptional repressor NRSF (also called REST)
is a prominent exception and has a positive as-
sociation with H3K27me3 (Fig. 3A). NRSF directs
PRC2-mediated gene silencing and H3K27me3
deposition during neuronal cell differentiation
(24), and our results indicate that this factor
may also be important for H3K27me3 deposi-
tion in lymphoblasts. These results demonstrate
that transcription factor binding is often the first
step in a series of events that leads to histone

modification, although they do not exclude the
possibility that other factors may also have im-
portant causal roles.

Because dsQTLs are frequently also eQTLs
(18), we used dsQTLs that are eQTLs (dsQTL-
eQTLs) to assign DHSs to TSSs. We classified
dsQTL-eQTLs as “activating” if the high-DNase 1
sensitivity allele was also the high—gene expres-
sion allele, and as “repressing” otherwise (Fig. 4A).

We confirmed that most activating dsQTL-eQTLs
are true joint associations (as opposed to inde-
pendent QTLs in linkage disequilibrium), but we
discarded the repressive dsQTLs because only a
small number had lower P values than expected
by chance (fig. S10). We only used dsQTL-eQTLs
where the associated DHS was at least 5 kb away
from the associated TSS, so the regions are likely
to be functionally distinct.
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For each dsQTL-eQTL pair, we estimated av-
erage allelic imbalance in histone marks and Pol
IT after polarizing genotypes by DNase I sensi-
tivity at the associated DHS. At activating DHSs,
the allelic imbalance is positive (in the same di-
rection as DNase I sensitivity at the DHS) for
the three activating histone marks and Pol II and

is negative for H3K27me3 (Fig. 4A). The same
pattern is present at the associated TSSs, which
demonstrates that polymorphisms can jointly
affect chromatin state at distal enhancers and at
promoters, perhaps via chromatin looping inter-
actions (25). We found that for several of the
dsQTL-eQTLs, the SNP that is most significant-

A fitted allelic imbalance vs change in PWM score B heatmap of TF-mark associations

ETS-box ISRE

0.65
AllTFs

ETS-box
ISRE
NF-xB
AP1
HIF1
Pax5
MZF1
CRE-box
CBF
CTCF
AhR
SP1
SP3  _4

Adf1 !
CCAAT-box

E-box

TFII-I

E2A

NRSF

0.5

polarized
-log10 p-values

0.35

4 +

0.65

(o]

Reference allele fraction
2
s}
7]
M

0.5

-2

uoneIooSSE

0.35
-20 0 20 -15 0
Change in PWM score

p-value < .05 Polll H3K27ac

H3K4me3 H3K27me3
e= = p-value > .05 H3K4me1

15

Fig. 3. Polymorphisms in transcription factor binding sites affect local histone modification.
(A) Examples of transcription factor polymorphisms associated with histone marks or Pol Il. Each plot
shows the estimated relationship between difference in the transcription factor position weight matrix
score between alleles (APWM) and allelic imbalance (17). (B) Heatmap showing significance and direction
of association between APWM and allelic imbalance of histone marks or Pol II. Only transcription factor
clusters with at least one nominally significant association are shown.

Allelic imbalance across dsQTLs that are eQTLs Example of a distal dsQTL-eQTL

/—\ 152886870 (TT, TG, GG)
r '

C3orf59

- - 8 | TF binding sites
. DHS reglon TSS region § 10, DNasel p=dx1074 m
g Polll B Olhv,/l\wu.,,...l.L SRR VU W 1
o [o% - -
. 2 0.08 Hg{éimg? g 7_51 Pollll‘ MLp:2x1o 8 p=2x10 m.
£ < 006 H3K27ac E YL TIPS, FYRPIN T YTR I AP Syhe s
8 3 o0 H3K27me3 S 4o, H3K4med | p=0.09 p=4x104
EQ IUPTRLS 5
© _&oog . 5 (0] NUCEPIRIRSR STy
22 = o
T 5 0.00 <
§ 0.02 % ey e
-0. ok © -
£ ** T 20, RNA-seq p=7x10 1JL
: : - ¢ ]
Fig. 4. Histone modification changes at dsQTLs 0 = + = .

that are also eQTLs. (A) Estimates of allelic im-
balance for histone marks and Pol Il across DNase |
hypersensitive sites (DHSs; n = 239) and tran-
scription start sites (TSSs; n = 246) from joint dsQTL-eQTLs (17). (*) and (**) indicate that allelic imbalance
is significantly different from 0 with P < 0.05 and P < 0.01, respectively (by likelihood ratio test). (B) An
example of a dsQTL-eQTL. The SNP rs2886870 disrupts a NF-xB binding site and is significantly associated
with local DNase sensitivity, H3K27ac, and Pol Il levels. The SNP is also significantly associated with gene
expression, H3K27ac, H3K4me3, and Pol Il levels at a distal promoter (>18 kb away). P values are from the
combined haplotype test, except for DNase | and RNA-seq, where linear regression and t tests were used.
Read depth tracks are aggregated and colored by the genotype of rs2886870.

194,001 194,121

chromosome 3 position (kb)

REPORTS

ly associated with DNase I sensitivity is located
in a binding site for a known transcription factor
(Fig. 4B).

In summary, our study allowed us to link ge-
netic variation in a human population to variation
in chromatin state. We identified QTLs associ-
ated with histone modification and Pol II binding
that are enriched at both dsQTLs and eQTLs, and
we found that single genetic variants may affect
multiple aspects of chromatin state, including his-
tone modification, DNase I sensitivity, and nucleo-
some positioning. In some cases, polymorphisms
in TFBSs are causally responsible for differences
in histone marking, and we have identified sev-
eral specific transcription factors that are key
regulators of histone marking in LCLs, an im-
portant step toward understanding how chroma-
tin state is encoded by the genome.
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