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Abstract
Many statistics that examine genetic variation depend on the underlying shapes of genealogical trees. Under the coalescent model, we investigate the joint distribution of two quantities that describe genealogical tree shape: tree height and tree length. We derive a recursive formula for their exact joint distribution under a demographic model of a constant-sized population. We obtain approximations for the mean and variance of the ratio of tree height to tree length, using them to show that this ratio converges in probability to 0 as the sample size increases. We find that as the sample size increases, the correlation coefficient for tree height and length approaches $(\pi^2 - 6)/(\pi\sqrt{2\pi^2 - 18}) \approx 0.9340$. Using simulations, we examine the joint distribution of height and length under demographic models with population growth and population subdivision. We interpret the joint distribution in relation to problems of interest in data analysis, including inference of the time to the most recent common ancestor. The results assist in understanding the influences of demographic histories on two fundamental features of tree shape.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

Coalescent models that consider different demographic histories for a population often produce genealogies with distinct properties. Differing shapes for genealogies generated under specific coalescent models provide information about the demographic processes that have given rise to sampled DNA sequences.

Efforts to use the shapes of coalescent trees to investigate the effects of population-genetic processes have examined a variety of summaries of tree shape (e.g. Slatkin, 1996; Uyenoyama, 1997; Schierup and Hein, 2000; Rosenberg, 2006; Disanto and Wiehe, 2016). These summaries have included both discrete properties, including counts of nodes with particular numbers of descendants, as well as continuous properties, such as the mean pairwise coalescence time, external branch lengths, internal branch lengths, and lengths of the two branches descended immediately from the root.

Perhaps the two most frequently used summaries of coalescent trees are the tree height, $H$ – also known as the time to the most recent common ancestor ($T_{MRCA}$) – and the tree length, $L$, which sums the total length of all branches in a genealogy. The tree height has been of great interest for its role in understanding the age of a genealogy and its relationship to the origin of a population—for example, in estimating the times of the most recent common ancestors of all human Y chromosomes or mitochondrial DNA sequences (e.g. Thomson et al., 2000; Tang et al., 2002; Mendez et al., 2013). The tree length is important because of its direct relationship with the count of derived mutations in a sample of DNA sequences resulting from the genealogy, a basic statistic of population genetics that is informative about population parameters (e.g. Tavaré et al., 1997; Joyce, 1999).

Previous theoretical studies have examined properties of genealogical summary measures, computing features of their means, variances, and distributions under various coalescent models. Consider a constant-population-size coalescent model in which $n$ lineages are sampled in a haploid population of size $N$. Let $T_k$ denote the random time during which exactly $k$ lineages are ancestral to the sample. Measuring time in units of $N$ generations, $T_k$, for $t_k \geq 0$, is exponentially distributed with probability density (Kingman, 1982; Wakeley, 2009)

$$f_{T_k}(t_k) = \left( \frac{k}{2} \right) e^{-\left( \frac{k}{2} \right)t_k}.$$  \hspace{1cm} (1)

For each $n \geq 2$, the tree height, $H_n$, satisfies

$$H_n = \sum_{k=2}^{n} T_k.$$  \hspace{1cm} (2)
2. Theory

2.1. Upper and lower bounds

To evaluate the joint distribution of \((H_n, L_n)\), we first determine the space of possible values for the pair of variables \((H_n, L_n)\). Suppose \(H_n \geq 0\) is fixed. Then \(L_n\) is maximized when \(T_0\) contributes a large proportion of the height of a genealogy (Fig. 1A) and minimized when, instead, \(T_2\) contributes a large proportion of the height (Fig. 1B). In the former case, \(T_0\) approaches a maximum of \(n\ell n\), whereas in the latter, \(L_0\) approaches a minimum of \(2H_n\). Thus, under any demographic model, the joint probability density of \(H_n\) and \(L_n\) must be bounded between the lines \(H_n = \frac{1}{2}L_n\) and \(H_n = \frac{1}{4}L_n\).

For \(n \geq 2\), recalling the expressions for \(H_n\) and \(L_n\) from Eqs. (2) and (5), respectively, when \(T_0\) is large in relation to \(T_2, T_3, \ldots, T_{n-1}\),

\[
\frac{H_n}{L_n} = \frac{\sum_{k=2}^{n} T_k}{\sum_{k=2}^{n} k T_k} \approx \frac{\sum_{k=2}^{n-1} T_k + T_n}{n T_n} \approx \frac{T_n}{n T_n} = \frac{1}{n}. \tag{8}
\]

Alternatively, when \(T_2\) is large in relation to \(T_3, T_4, \ldots, T_n\),

\[
\frac{H_n}{L_n} = \frac{\sum_{k=2}^{n} T_k}{\sum_{k=2}^{n} k T_k} \approx \frac{\sum_{k=2}^{n-1} T_k + 2T_2}{2T_2} \approx \frac{T_2}{2T_2} = \frac{1}{2}. \tag{9}
\]

2.2. Recursion for the joint density of \(H\) and \(L\) under a constant-sized model

With the domain for \((H_n, L_n)\) established, we now obtain a recursive formula for the joint probability density of \(H_n\) and \(L_n\). Let \(f_{H_n, L_n}(h, \ell)\) be the exact joint density function for \(H\) and \(L\) at sample size \(n\). For \(n \geq 4\), under a constant-sized coalescent model, \(f_{H_n, L_n}(h, \ell)\) can be determined recursively.

Let \(f_{H_n}(t_0)\) be the probability density of the waiting time until the coalescence of \(k\) lineages to \(k - 1\) lineages, as given by Eq. (1). Then for \(n \geq 4\),

\[
f_{H_n, L_n}(h, \ell) = \int_{0}^{\beta} f_{H_{n-1, L_{n-1}}}(h - t_0, \ell - nt_n) f_{H_n}(t_0) dt_n \tag{10}
\]

\[
\alpha = \max(0, \ell - (n - 1)h) \tag{11}
\]

\[
\beta = \frac{\ell - 2h}{n - 2}. \tag{12}
\]

We set the base case of the recursion to be the simplest nontrivial case, \(n = 3\); we will see that \(f_{H_3, L_3}(h, \ell) = 3e^{-(2h + 3\ell)}\) for \(h \geq 0\) and \(\frac{1}{2} \ell \leq h \leq \frac{3}{2} \ell\). Note that for \(n = 2\), because \(H_2 = T_2\) and \(L_2 = 2T_2\), \(f_{H_2, L_2}(h, \ell) = f_{T_2}(t_2) = e^{-t_2} = e^{-h} = e^{-\frac{1}{2} \ell}\), with nonzero values only when \(h = \frac{1}{2} \ell\).

The recursive formula makes use of the fact that \(T_0, T_{n-1}, \ldots, T_2\) are independent random variables. Therefore, for \(n \geq 4\),

\[
f_{H_n, L_n}(h, \ell) = f_{H_n}(t_n) = f_{H_{n-1, L_{n-1}}}(h - t_n, \ell - nt_n) \tag{13}
\]

The bounds of integration, Eqs. (11) and (12), in Eq. (10), we separately consider the upper bound, \(\beta\), and lower bound, \(\alpha\). Because the density is calculated for a given height, \(h\), and length, \(\ell\), the bounds for \(t_\alpha\) are considered for \((h, \ell)\) with \(h \geq 0\) and \(0 \leq \ell \leq \frac{1}{2} \ell\).

For the upper bound, \(\beta\), for \(t_\alpha\) given \(h\) and \(\ell\), we minimize all other waiting times between subsequent coalescences. In this scenario, as \(t_0\) approaches its maximum given \(h\) and \(\ell\), \(\ell\) approaches \(2(h - t_\alpha) + nt_n\) from above, where the first term \(2(h - t_\alpha)\) is the minimal length for the parts of the tree subsequent to the interval
The function $f_{H_n,n}(h, \ell)$ in Eq. (10) is defined for $(h, \ell)$ satisfying $h \geq 0$ and $2h \leq \ell \leq nh$. Owing to the maximum that appears in Eq. (11), $f_{H_n,n}(h, \ell)$ has a piecewise structure, with transitions at $\ell = nh$ for $j = 1, 2, \ldots, n - 1$. For $f_{H_n,n}(h, \ell)$, for $3h \leq \ell \leq 4h$ and $4h \leq \ell \leq 5h$, two integrals are summed because the piecewise definition of the integrand $f_{H_n,n}(h, \ell - 3n, \ell - n)$ transitions between the two pieces in the definition of $f_{H_n,n}(h, \ell)$ at $\ell = 5n = 2h - t_0$, or $t_0 = (\ell - 3h)/2$. Only a single integral appears for $2h \leq \ell \leq 3h$ because in this region for $h$ and $\ell$, the transition point $t_0 = (\ell - 3h)/2$ is negative. It is straightforward to see that the piecewise definitions for $f_{H_n,n}(h, \ell)$ agree at domain boundaries.

The joint probability density for each $n$ lies between the lower bound, $H_0 = \frac{1}{2}L_n$, and the upper bound, $H_n = \frac{1}{2}L_n$. For small values of $n$, such as $n = 3$ and $n = 4$, much of the density lies close to the upper bound (Fig. 2A and B). As can be seen in the density plots for $n = 10$ and $n = 20$, for larger $n$, the density is more centered between the bounds (Fig. 2C and D).

We can interpret the plots in Fig. 2 of the joint density of $H_n$ and $L_n$ based on the equations in Section 2.1. As $n$ increases, the distribution shifts away from the upper bound, $H_n = \frac{1}{2}L_n$. The waiting times are independent, so $T_2$ has the same distribution regardless of $n$. A scenario with large $n$, however, has more waiting times $T_k$ for $2 \leq k \leq n$, in addition to $T_2$. These additional times make a relatively small contribution to $H_n$, which has a limiting expectation of 2 as $n \to \infty$. However, the contributions of the additional terms $kT_k$ in $L_n$ have a greater impact. Because $E[L_n]$ has a finite limit (Eq. (3)) and $E[L_n]$ increases without bound (Eq. (6)), but both have finite variances (Eqs. (4) and (7)), it is increasingly likely that $H_n$ will be relatively small compared to $L_n$. Thus, as $n$ increases, the joint density shifts away from the upper bound $H_n = \frac{1}{2}L_n$ and moves closer to the lower bound, $H_n = \frac{1}{2}L_n$.

2.3. The ratio $\frac{H_n}{L_n}$

The ratio $\frac{H_n}{L_n}$ can be viewed as a single summary of the joint density of $(H_n, L_n)$. Because the joint density is bounded below by $H_0 = \frac{1}{2}L_n$ and above by $H_n = \frac{1}{2}L_n$, the lower and upper bounds on $\frac{H_n}{L_n}$ are $\frac{1}{2}$ and $\frac{1}{2}$, respectively.

Fig. 3A shows $\frac{H_n}{L_n}$ as a function of $n$. The expectation is calculated numerically with the joint probability density for $(h, \ell)$ represented by $t_0$, and the second term $nt_0$ is the contribution to the tree length from the most recent interval, $t_0$. Rearranging $\ell \geq 2(h - t_0) + nt_0$, yields $\ell_0 = \frac{2h - \ell}{n-2}$, and therefore $\beta = \frac{\ell - 2h}{n-2}$.

Given $h$ and $\ell$, the minimal $t_0, n$, is either 0 or achieved when $t_{n-1}$ approaches $h$ from below. In the latter case, $t_0 = (\ell - \sum_{k=2}^{n-1}kt_k)/n$, so $t_0$ is minimized when $\sum_{k=2}^{n-1}kt_k$ is maximized. The minimal $t_0$ occurs when $t_{n-1} = h - t_0$ and $\sum_{k=2}^{n-1}kt_k = (n - 1)t_{n-1}$. Therefore, in the case that minimizes $t_0, n$, $\ell_0 \leq (n - 1)(h - t_0) + nt_0$. Noting that $t_0$ must be non-negative yields $\alpha = \max(0, \ell - (n - 1)h)$.

We derive the base case for the recursion, $f_{H_1,L_1}(h, \ell)$, using the fact that $H_3$ and $L_3$ are determined by $T_2$ and $T_3$, noting that $H_3 = T_2 + T_3$ and $L_3 = 2T_2 + 3T_3$. Given $h$ and $\ell$, we have:

$t_3 = \ell - 2h$
$t_2 = 3h - \ell$.

Because $H_3$ and $L_3$ are determined exactly by the two independent quantities $T_2$ and $T_3$, $f_{H_1,L_1}(h, \ell) = f_{H_1,L_1}(t_2 + t_1, 2t_2 + 3t_3) = f_{T_1,T_2}(t_2, t_3) f_{T_2,T_3}(t_3, t_2)$. Consequently, by Eq. (1),

$$
\begin{align*}
\int_{h_0}^{h} f_{H_1,L_1}(h, \ell) = f_{T_1}(\ell - 2h) f_{T_2}(3h - \ell) = 3e^{-2\ell+3h}.
\end{align*}
$$

For $n \geq 4$, the joint density of $(H_n, L_n)$ can be calculated analytically using the recursive formula in Eqs. (10)-(12). Examples for the analytical formulas for the joint density function of $H_n$ and $L_n$ at $n = 3, 4, 5$ appear in Table 1, and plots for $n = 3, 4, 10, 20$ appear in Fig. 2. The figures show the density between $h_0 \in [0, 10]$ and $t_0 \in [0, 24]$, a domain chosen to represent most of the probability density (Appendix A).
reflecting the shift of the joint density of $H_{n}$ and $L_{n}$ away from the upper bound, $H_{n} \approx \frac{1}{2}L_{n}$, for large $n$, as seen in Fig. 2. $E\left[\frac{H_{n}}{L_{n}}\right]$ decays slowly as $n$ increases, because as $n$ increases, the additional terms in $H_{n}$ and $L_{n}$ are increasingly small and thus have lesser effects on the ratio $\frac{H_{n}}{L_{n}}$.

We can approximate $E\left[\frac{H_{n}}{L_{n}}\right]$ and $\text{Var}\left[\frac{H_{n}}{L_{n}}\right]$ via the Taylor approximation for the function $f(x, y) = \frac{x}{y}$ around the point $(E[H_{n}], E[L_{n}])$. We use the second-order Taylor approximation for $E\left[\frac{H_{n}}{L_{n}}\right]$ and the first-order Taylor approximation for $\text{Var}\left[\frac{H_{n}}{L_{n}}\right]$.

For the mean, applying Eq. 3.88 of Elandt-Johnson and Johnson (1999) to obtain the expectation of the second-order Taylor expansion of $f(x, y) = \frac{x}{y}$ around $(E[H_{n}], E[L_{n}])$, we have

$$E\left[\frac{H_{n}}{L_{n}}\right] \approx \frac{E[H_{n}]}{E[L_{n}]} - \frac{\text{Cov}[H_{n}, L_{n}]}{E[L_{n}]^{2}} + \frac{E[H_{n}]\text{Var}[L_{n}]}{E[L_{n}]^{3}}.$$  \hspace{1cm} (13)

We can write the approximation for $E\left[\frac{H_{n}}{L_{n}}\right]$ using expressions for $E[H_{n}]$, $E[L_{n}]$, $\text{Var}[L_{n}]$, and $\text{Cov}[H_{n}, L_{n}]$. To find the expression for $\text{Cov}[H_{n}, L_{n}]$, we note that because the waiting times between coalescent events are independent, $\text{Cov}[T_{k}, T_{j}] = 0$ when $k \neq j$. We then have

$$\text{Cov}[H_{n}, L_{n}] = \text{Cov}\left[\sum_{k=2}^{n} T_{k}, \sum_{k=2}^{n} kT_{k}\right] = \sum_{k=2}^{n} k\text{Var}[T_{k}]$$

$$= \sum_{k=2}^{n} k\left[\frac{1}{2} \lambda^{2} (1 - \frac{1}{n})\right] = \frac{1}{2} \lambda^{2} \sum_{k=2}^{n} k\left[1 - \frac{1}{n}\right] = \frac{1}{2} \lambda^{2} \sum_{k=2}^{n} k\left[1 - \frac{1}{n}\right] = \frac{1}{2} \lambda^{2} \sum_{k=2}^{n} k\left[1 - \frac{1}{n}\right] = \frac{1}{2} \lambda^{2} \sum_{k=2}^{n} k^{2} - \frac{1}{2} \lambda^{2} \sum_{k=2}^{n} k.$$  \hspace{1cm} (15)

From the form of the approximation for $E\left[\frac{H_{n}}{L_{n}}\right]$, because $S_{n}$ converges to $\frac{2}{\lambda}$ as $n \to \infty$, whereas $S_{1,n}$ diverges, we can see that the

\[\text{cov} \left[ \frac{H_{n}}{L_{n}} \right] = \sum_{k=2}^{n} k \left[ \frac{1}{2} \lambda^{2} (1 - \frac{1}{n}) \right] = \frac{1}{2} \lambda^{2} \sum_{k=2}^{n} k \left[1 - \frac{1}{n}\right].\]
We have seen in Fig. 3A that \( \mathbb{E} \left[ \frac{h_n}{L_n} \right] \) decreases with increasing \( n \), and in Eq. (16) that the approximation for \( \mathbb{E} \left[ \frac{h_n}{L_n} \right] \) has limit 0 as \( n \to \infty \). From Eq. (18), we see that the approximation of \( \text{Var} \left[ \frac{h_n}{L_n} \right] \) has limit 0 as \( n \to \infty \).

Despite the fact that \( \frac{h_n}{L_n} \) is bounded below by \( \frac{1}{n} \), as \( n \) increases, for any \( \epsilon > 0 \), the probability approaches 0 that \( \frac{h_n}{L_n} \) is greater than \( \epsilon \) (Appendix B). By definition of convergence in probability, \( \frac{h_n}{L_n} \) converges in probability to 0. Furthermore, not only do the Taylor approximations for \( \mathbb{E} \left[ \frac{h_n}{L_n} \right] \) and \( \text{Var} \left[ \frac{h_n}{L_n} \right] \) converge to 0, the true values of \( \mathbb{E} \left[ \frac{h_n}{L_n} \right] \) and \( \text{Var} \left[ \frac{h_n}{L_n} \right] \) also converge to 0 and, in fact, all moments of \( \frac{h_n}{L_n} \) converge to 0 (Appendix C).

To examine the accuracy of the approximation for the variance in Eq. (18), we calculated \( \text{Var} \left[ \frac{h_n}{L_n} \right] \) numerically using Eqs. (10)–(12). Fig. 3B shows that the theoretical approximation of the variance calculated in Eq. (18) has similar behavior to the variance numerically calculated using Eqs. (10)–(12). Both quantities decrease slowly toward 0. The approximation from Eq. (18) is larger than the variance calculated from Eqs. (10)–(12).

We note that \( \text{Var} \left[ \frac{h_n}{L_n} \right] \) has a maximum that occurs at intermediate values of \( n \). As \( n \to \infty \), \( \text{Var} \left[ \frac{h_n}{L_n} \right] \) approaches 0. \( \text{Var} \left[ \frac{h_n}{L_n} \right] \) is also 0; because \( H_n = \frac{1}{L_n} \), \( \frac{h_n}{L_n} \) is the constant \( \frac{1}{n} \) and has no variance. Because \( \frac{h_n}{L_n} \) is nonnegative and it is 0 both at \( n = 2 \) and in the limit as \( n \) approaches \( \infty \), it must reach a maximum at some \( n > 2 \). The variance calculated numerically using Eqs. (10)–(12) has its maximum value at \( n = 11 \), as shown in Fig. 3B. The theoretical approximation for the variance, as calculated by Eq. (18), has its maximum at \( n = 12 \) (Fig. 3B).

Summarizing this section, the main conclusion is that as \( n \to \infty \), the fact that \( \mathbb{E}[H_n] \to 2 \) whereas \( \mathbb{E}[L_n] \) continues to increase leads to the limit \( \lim_{n \to \infty} \mathbb{E} \left[ \frac{h_n}{L_n} \right] = 0 \). This limit is compatible with the observation that the value of \( \frac{h_n}{L_n} \) approaches its lower bound as the sample size increases.

### 2.4. Correlation coefficient

Another summary of the joint distribution of \( H_n \) and \( L_n \) is the correlation coefficient \( \text{Corr}[H_n, L_n] \). To find the correlation coefficient of \( H_n \) and \( L_n \), we use Eqs. (14) for the covariance of \( H_n \) and \( L_n \), (4) for the variance of \( H_n \), and (7) for the variance of \( L_n \):

\[
\text{Corr}[H_n, L_n] = \frac{\text{Cov}[H_n, L_n]}{\sqrt{\text{Var}[H_n] \text{Var}[L_n]}}
\]

\[
\text{Corr}[H_n, L_n] = \frac{S_{2,n-1} - (1 - \frac{1}{n})}{\sqrt{S_{1,n-1}^2 + S_{2,n-1}^2} - 2 \left(S_{2,n-1} - (1 - \frac{1}{n})^2 \right)}. \tag{19}
\]

As can be seen in Fig. 4, \( \text{Corr}[H_n, L_n] \) begins at 1, for \( n = 2 \), and it decreases as \( n \) increases. For \( n = 2 \), the correlation is 1 because \( L_2 \) is linearly determined by \( H_2 \). As \( n \) increases, additional terms allow a large range of possible \( H_n \) values to be associated with a specific \( L_n \). However, \( \text{Corr}[H_n, L_n] \) does not decrease to 0 and in fact remains quite large.

We can obtain this result using the limiting value of \( \frac{\pi^2}{6} \) for \( S_{2,n} \):

\[
\lim_{n \to \infty} \text{Corr}[H_n, L_n] = \frac{\pi^2 - 6}{\pi \sqrt{2\pi^2 - 18}} \approx 0.9340. \tag{20}
\]

The convergence of the correlation coefficient to a positive constant can be viewed as a consequence of two factors. For any \( L_n \), any achievable \( H_n \) is likely to share corresponding large terms, the
coalescence times $T_k$ for small $k$ in $H_n$ and $kT_n$ for small $k$ in $L_n$. Thus even as $n$ increases, $\text{Cov}[H_n, L_n]$ remains high. Second, despite the divergence of $\mathbb{E}[L_n]$, owing to the convergence of $\text{Var}[L_n]$, the denominator in $\text{Corr}[H_n, L_n]$ also remains positive and converges, so that the ratio represented in the correlation coefficient converges.

3. Simulations

3.1. Overview

For the constant-population-size model, we have described the exact joint distribution for $H_n$ and $L_n$ using the recursive formula in Eqs. (10)–(12). For more complex models, we use coalescent simulation. We consider a model with exponential growth and a model with two constant-sized populations with a constant migration rate between them.

For each demographic model and each fixed sample size, we simulated $10^6$ coalescent trees using ms (Hudson, 2002). From these simulated coalescent trees, we measured $H_n$ and $L_n$ and also calculated the mean and variance of $\frac{H_n}{L_n}$ across the simulated trees. In analyzing the results of these simulations, we focus on the relationship of the joint distribution of $H_n$ and $L_n$ to the upper bound, $H_n = \frac{3}{2}L_n$, and the lower bound, $H_n = \frac{1}{6}L_n$, given the different demographic models, model parameters such as growth rate and migration rate, and the sample size, $n$. We also consider the correlation coefficient of $H_n$ and $L_n$.

3.2. Exponential growth

First we explore the joint distribution of $H_n$ and $L_n$ under a coalescent model with exponential growth (Slatkin and Hudson, 1991; Donnelly and Tavaré, 1995). We consider a growth parameter, $r$, such that $t$ units of $N$ generations in the past, the size of a haploid population, currently at size $N$, was $Ne^{-r}$. We simulated $10^6$ coalescent genealogies for different values of $n$ and $r$ (including constant-sized cases with $r = 0$).

Fig. 5 shows the joint distribution of $H_n$ and $L_n$ with different values of $r$ at the fixed value of $n = 10$. Note that the simulation with $r = 0$ that appears in Fig. 5A corresponds to the analytical calculation from Eqs. (10)–(12) depicted in Fig. 2C and closely resembles it. As $r$ increases, the joint density of $H_{10}$ and $L_{10}$ is shifted toward smaller values. The joint density of $H_{10}$ and $L_{10}$ also shifts toward the lower bound $H_{10} = \frac{1}{6}L_{10}$.

These observations are also reflected in the behavior of $\frac{H_n}{L_n}$. For fixed values of $n$, $\mathbb{E}[\frac{H_n}{L_n}]$ decreases as $r$ increases (Fig. 6C), as does $\text{Var}[\frac{H_n}{L_n}]$ (Fig. 6D). Fig. 6D also shows that for increasing $r$, $\text{Var}[\frac{H_n}{L_n}]$ is smaller with large $n$ than with small $n$. At fixed values of $r$, increasing $n$ leads to a decrease in $\mathbb{E}[\frac{H_n}{L_n}]$ (Fig. 6A), as was seen in Fig. 3A for constant-sized populations.

With increasing values of $n$ for a given value of $r$, $\text{Var}[\frac{H_n}{L_n}]$ reaches a maximum before decreasing (Fig. 6B). As $r$ increases, $\text{Var}[\frac{H_n}{L_n}]$ reaches its maximum at smaller values of $n$ compared to the case with no growth, where the maximum occurs at $n = 11$. For large $r = 100$, the maximum is at $n = 3$, the smallest $n$ for which $\frac{H_n}{L_n}$ has nonzero variance.

For fixed values of $r$, $\text{Corr}[H_n, L_n]$ decreases with increasing $n$ (Fig. 7). As was seen in Fig. 4 for $r = 0$ and demonstrated in Section 2.4, $\text{Corr}[H_n, L_n]$ decreases to an asymptote as $n \to \infty$. For large values of $r$, $\text{Corr}[H_n, L_n]$ decreases more dramatically with increasing $n$. $\text{Corr}[H_n, L_n]$ suggests that $\text{Corr}[H_n, L_n]$ appears to approach an asymptote at a lower value.

We can explain the difference of the exponential model from the constant-population-size model by considering coalescence times in both models. Under exponential growth, the population size in the present exceeds that in the past. Both $H_n$ and $L_n$ decrease in the exponential growth model compared to the constant-sized model due to the scaling by the population size. In the model considered here, the contemporary population size is $N$ for all $n$, and $r$ decreases further into the past. The external branches – which reflect the larger population size of the recent population – are longer in comparison to the internal branches, which reflect coalescences in the smaller ancestral population. In other words, the coalescent trees generated under a model with exponential growth appear more “star-like”: more similar to Fig. 1A than to Fig. 1B (Slatkin and Hudson, 1991; Slatkin, 1996; Sano and Tachida, 2005). Thus, under the growth model, as $r$ increases, $T_n$ becomes comparatively large in relation to $H_n$: $H_n \to 1$ and $L_n \to 1$, so that $\frac{H_n}{L_n} \to \frac{1}{n}$. Considering Eq. (8), the joint density of $H_n$ and $L_n$ shifts closer to the lower bound, $H_n = \frac{1}{6}L_n$.

3.3. Two populations with symmetric migration

We next study the joint distribution of $H_n$ and $L_n$ under a coalescent model with two equal-sized populations of haploid size $N$ with a constant, symmetric migration rate between them (Nath and Griffiths, 1993; Wakeley, 1998). We denote the rate of migration by $m$, such that the expected number of migrants per generation is $Nm$ in each direction. We simulated $10^6$ coalescent genealogies at each of a series of choices for the total sample size $n (n/2$ per population) and migration rate $2Nm$.

Fig. 8 shows the joint probability density for $H_n$ and $L_n$ in scenarios with four different migration rates. The density is shifted toward larger values of $H_n$ and $L_n$ as $2Nm$ decreases; for the smallest value of $2Nm$ considered, the density is not visible in the region plotted.

Fig. 9A shows the behavior of $\mathbb{E}[\frac{H_n}{L_n}]$ as a function of $n$ for different values of the migration rate $2Nm$, and Fig. 9C shows its behavior as a function of $2Nm$ with different values of $n$. As $2Nm$ decreases, $\mathbb{E}[\frac{H_n}{L_n}]$ increases toward $\frac{1}{n}$. For large $2Nm$, $\mathbb{E}[\frac{H_n}{L_n}]$ is close to the corresponding values of $\mathbb{E}[\frac{H_n}{L_n}]$ for a given $n$ in the case with no population structure.

$\text{Var}[\frac{H_n}{L_n}]$ appears in Fig. 9B as a function of $n$ for different values of $2Nm$, and Fig. 9D shows $\text{Var}[\frac{H_n}{L_n}]$ as a function of $2Nm$ for different $n$. For a fixed $2Nm$, as seen in the model with no population structure, as $n$ increases, the variance reaches a maximum before decreasing (Fig. 9B). For a fixed $n$, the variance is small at small values of $2Nm$. It then increases as $2Nm$ increases, before reaching a maximum and then decreasing toward the variance in a model with no population structure (Fig. 9D). Compared to the model with no population structure, $\text{Var}[\frac{H_n}{L_n}]$ reaches its maximum at a larger value of $n$ for small $2Nm$.

$\text{Corr}[H_n, L_n]$ is high for all $2Nm$, and for a fixed $n$, it decreases as $2Nm$ increases (Fig. 10). For large $2Nm$, $\text{Corr}[H_n, L_n]$
Fig. 5. Joint distribution of $H_n$ and $L_n$, measured in units of $N$ generations, under an exponential growth model. Each panel is calculated from $10^6$ ms simulations for $n = 10$, with exponential growth rate $r$. $N$ represents the population size at time 0. (A) $r = 0$ (no growth). (B) $r = 1$. (C) $r = 10$. (D) $r = 100$. 

Fig. 6. Mean and variance of $\frac{H_n}{L_n}$ calculated from $10^6$ ms simulations, under an exponential growth model. (A) $E[\frac{H_n}{L_n}]$ as a function of sample size $n$ for fixed growth rate $r$. (B) $\text{Var}[\frac{H_n}{L_n}]$ as a function of $n$ for fixed $r$. (C) $E[\frac{H_n}{L_n}]$ as a function of $r$ for fixed $n$. (D) $\text{Var}[\frac{H_n}{L_n}]$ as a function of $r$ for fixed $n$. 
Fig. 7. Correlation coefficient of $H_n$ and $L_n$ as a function of $n$ under an exponential growth model. The correlation coefficient is calculated from $10^6$ ms coalescent simulations. For comparison, the correlation coefficient calculated from Eq. (19) in a model with no growth is also shown. The dashed line gives the asymptote for the model with no growth (Eq. (20)).

is close to the value obtained in the model with no population structure. The patterns in the joint distribution accord with theory for the model with two populations with constant symmetric migration. A coalescence can only occur between two lineages if those lineages are in the same population. For large $2Nm$, the time required for lineages to migrate to the same population is low and does not delay coalescence; $H_n$ approaches the value seen in a model with no population structure (Nath and Griffiths, 1993). As $2Nm$ decreases, both $H_n$ and $L_n$ increase (Fig. 8), reflecting an increase in the waiting time for the final two lineages – one ancestral to the lineages of one population and one ancestral to the lineages of the other – to coalesce. The shape of the genealogies is more likely to resemble Fig. 1B, with $\frac{T_1}{l_0}$ and $\frac{2T_2}{l_0}$ near 1. This result explains why we see that $\mathbb{E}\left[H_n\right] \rightarrow \frac{1}{2}$ as $2Nm$ decreases (Fig. 9A and C). As $2Nm$ decreases, the increased contribution of $T_2$ to $H_n$ and $2T_2$ to $L_n$ have the consequence that $H_n$ and $L_n$ become increasingly determined by a single random variable, $T_2$. This phenomenon also explains the decrease in $\text{Var}\left[\frac{H_n}{L_n}\right]$ to 0 and the increase in $\text{Corr}\left[H_n, L_n\right]$ to 1.

4. Discussion

We have considered the joint distribution of the height, $H_n$, and length, $L_n$, of coalescent trees. In a constant-sized population, we studied this distribution, as well as the ratio $\frac{H_n}{L_n}$ and the correlation coefficient $\text{Corr}\left[H_n, L_n\right]$. We obtained a recursive formula for the joint probability density of $H_n$ and $L_n$ (Eq. (10)). We found that $\mathbb{E}\left[H_n\right]$ decreases to 0 as $n \rightarrow \infty$, and that $\text{Var}\left[\frac{H_n}{L_n}\right]$ is orders of magnitude smaller than $\mathbb{E}\left[H_n\right]$ and also decreases to 0 with increasing $n$ (Section 2.3). Finally, we showed that $\text{Corr}\left[H_n, L_n\right]$ is large for all $n$ and decreases to an asymptote, $\sim 0.9340$ (Section 2.4).

We also considered the joint distribution of $H_n$ and $L_n$ under different demographic models. Under our model for exponential growth (Section 3.2), the genealogies become more star-like with increasing $r$. The joint distribution of $H_n$ and $L_n$ shifts to smaller values of $H_n$ and $L_n$ and closer to the lower bound $H_n = \frac{1}{N} L_n$ compared to the constant-sized model. The plot of $\text{Corr}\left[H_n, L_n\right]$ suggests a lower asymptotic value than in the constant model, decreasing with increasing $r$.

With constant symmetric migration (Section 3.3), the joint distribution of $H_n$ and $L_n$ shifts to larger values of $H_n$ and $L_n$ and closer to the upper bound $H_n = \frac{1}{2} L_n$ than in the constant-sized model with no population structure. In accord with the shift in
the joint distribution toward its upper bound, $E\left[\frac{H_n}{n}\right]$ increases to $\frac{1}{2}$ with decreasing migration rate $2Nm$. $H_n$ approaches $T_{MRCA}$ as $2Nm$ decreases; consequently, $\text{Corr}[H_n, L_n]$ increases to 1, and $\text{Var}\left[\frac{H_n}{n}\right]$ decreases to 0 faster than in the model with no population structure.

Our work contributes to further understanding of tree shapes and joint distributions of tree properties under the coalescent, as represented in several recent studies. Dahmer and Kersting (2015, 2017) explored the distribution and moments of various aspects of internal and external branch lengths in coalescent trees as $n \to \infty$. Ferretti et al. (2017) focused on the relationship of a measure of tree balance for coalescent trees to properties of the site frequency spectrum. Similarly to our work, Ferretti et al. (2017) considered theoretical properties of features of coalescent genealogies at a single locus, examining moments of tree balance measures and identifying extreme tree topologies with respect to the measures of interest. Miroshnikov and Steinrücken (2017) numerically evaluated a cumulative joint distribution for tree height and length as part of an investigation of the marginal distribution of tree length at a single locus in the context of studying the joint distribution of tree length at neighboring loci; their numerical joint distribution is the cumulative distribution function corresponding to the density in Eqs. (10)–(12). As Miroshnikov and Steinrücken (2017) describe, investigating properties of tree length informs coalescent hidden Markov models that rely on accurately modeling coalescent genealogies along the genome.

This study also provides information useful in understanding the properties of methods for estimating $T_{MRCA}$ or $H_n$ for a sample. Previous work has explored the joint distribution of $H_n$ and $S_n$, the number of segregating sites (Fu, 1996; Griffiths and Tavaré, 1996), which has expectation proportional to $L_n$ in the infinitely-many-sites model. In estimating $H_n$ from $S_n$, Fu (1996) studied the dependence of $S_n$ on $H_n$. Like $H_n$ and $L_n$, $H_n$ and $S_n$ are positively correlated. The size of the correlation, however, depends on $\theta$, the compound parameter describing the population mutation rate. Fu (1996) noted that as $\theta$ increases, the correlation between $H_n$ and $S_n$ also increases. Because segregating sites arise via a random process conditional on $L_n$ rather than $H_n$, however, the correlation of $H_n$ with $S_n$ is limited by the correlation of $H_n$ with $L_n$. As we have shown in Section 2.4, $\text{Corr}[H_n, L_n]$ is high in the standard constant-sized coalescent model. Some demographic models, such as constant symmetric migration, also lead to a high correlation (Section 3.3). For a demographic model with extreme growth, however, $\text{Corr}[H_n, L_n]$ is much lower (Section 3.2). Because the demographic scenario can limit the correlation between $H_n$ and $L_n$, the informativeness of $S_n$ regarding $H_n$ will also be limited in some demographic scenarios.
Our approach of examining joint distributions of tree properties can potentially also be extended to provide information useful in studying more recent methods for estimating $H_n$. One such method utilizes pairwise coalescence times estimated from numbers of mutations in pairs of lineages, one from one side of the root of a genealogy constructed from data and one from the other side (Tang et al., 2002). This method has recently been expanded from its original single-locus application to incorporate additional data from many unlinked loci (King and Wakeley, 2016).

To better understand the behavior of such approaches, it would be of interest to use methods similar to our analysis to examine the joint distribution, ratio, and correlation of $H_n$ and the pairwise coalescence time of randomly chosen samples.

We note that for models more complex than the standard coalescent, we relied on simulation. In the exponential growth model, marginal probability densities for tree height and height length have previously been studied (Wu and Hein, 1999; Polanski et al., 2003). We expect that for the exponential growth model, and potentially for other models as well, further results on the relationship between tree height and length might be possible to obtain analytically.
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Appendix A

This appendix proves that the window with $0 \leq h_n \leq 10$ and $0 \leq \ell_n \leq 24$ contains most of the probability density of the joint distribution of $H_n$ and $L_n$ for the values of $n$ we consider — more than 0.973, 0.971, 0.964, and 0.960 of the density for $n = 3, 4, 10,$ and 20, respectively.

$H_n$ and $L_n$ are nonnegative. We bound from below the probability $P[H_n < 10 \land L_n < 24]$.

\[
P[H_n < 10 \land L_n < 24] = 1 - P[H_n \geq 10] - P[L_n \geq 24] + P[H_n \geq 10 \land L_n \geq 24] \geq 1 - P[H_n \geq 10] - P[L_n \geq 24].
\] (21)

It remains to bound $P[H_n \geq 10]$ and $P[L_n \geq 24]$ from above.

Chebyshev’s inequality states that $P[|X - E[X]| \geq k \sqrt{Var[X]}] \leq \frac{1}{k^2}$. Then

\[
\frac{1}{k^2} \geq P[H_n - E[H_n]] \geq k \sqrt{Var[H_n]} \geq P[H_n - E[H_n]] \geq k \sqrt{Var[H_n]} = P[H_n \geq k \sqrt{Var[H_n]} + E[H_n]].
\] (22)

To bound $P[H_n \geq 10]$, we set $k$ as the solution to $k \sqrt{Var[H_n]} + E[H_n] = 10$, obtaining $P[H_n \geq 10] \leq Var[H_n]/(10 - E[H_n])^2$ from Eq. (22).

Analogously, $P[L_n \geq 24] \leq Var[L_n]/(24 - E[L_n])^2$.

From Eq. (21), we then conclude

\[
P[H_n < 10 \land L_n < 24] \geq 1 - \frac{Var[H_n]}{(10 - E[H_n])^2} - \frac{Var[L_n]}{(24 - E[L_n])^2}.
\] (23)

Using Eqs. (3), (4), (6), and (7) to evaluate expression (23) for $n = 3, 4, 10,$ and 20, we obtain the desired results.

Appendix B

In this appendix, we show that $\frac{H_n}{\mu_{La}}$ converges in probability to 0 as $n \to \infty$. By definition of convergence in probability, because $\frac{H_n}{\mu_{La}}$ is positive ($H_n = 0$ and $L_n = 0$ both have probability 0), we must prove that, for fixed $\epsilon > 0$, $\lim_{n \to \infty} P[H_n/\mu_{La} > \epsilon] = 0$. We divide the numerator and denominator by the positive quantity $\mu_{La} = E[L_n]$ (Eq. (6)), so that we must show

\[
\lim_{n \to \infty} P \left[ \frac{H_n/\mu_{La}}{L_n/\mu_{La}} > \epsilon \right] = 0.
\] (24)

Adapting arguments from Drmota et al. (2007), we prove Eq. (24) in three steps, showing that (i) $H_n/\mu_{La}$ converges in probability to 0, (ii) $L_n/\mu_{La}$ converges in probability to 1, and then that (iii) $H_n/\mu_{La}$ converges in probability to 0.

(i) For a fixed $\epsilon_1 > 0$, we consider

\[
\lim_{n \to \infty} P \left[ \left| \frac{H_n}{\mu_{La}} - \frac{\mu_{Lh}}{\mu_{La}} \right| > \epsilon_1 \right] = \lim_{n \to \infty} P \left[ |H_n - \mu_{Lh}| > \epsilon_1 \mu_{La} \right] \leq \lim_{n \to \infty} \frac{Var[H_n]}{\epsilon_1^2 \mu_{La}^2}.
\] (25)

The last expression comes from Chebyshev’s inequality applied to $H_n$, which has finite expectation and finite nonzero variance (Eqs. (3) and (4)). Since $Var[H_n]$ has a finite limit whereas $\mu_{La}$ diverges, for a fixed $\epsilon_1$, $\lim_{n \to \infty} Var[H_n]/(\epsilon_1^2 \mu_{La}^2) = 0$.

Noting that

\[
P \left[ \frac{H_n}{\mu_{La}} > \epsilon_1 \right] = P \left[ \frac{H_n}{\mu_{La}} > \epsilon \right] \leq P \left[ \frac{H_n}{\mu_{La}} - \frac{\mu_{Lh}}{\mu_{La}} + \frac{\mu_{Lh}}{\mu_{La}} > \epsilon \right] = P \left[ \frac{H_n}{\mu_{La}} - \frac{\mu_{Lh}}{\mu_{La}} > \epsilon - \frac{\mu_{Lh}}{\mu_{La}} \right].
\]

and $\lim_{n \to \infty} \frac{\mu_{Lh}}{\mu_{La}} = 0$, we then have $\lim_{n \to \infty} P[H_n/\mu_{La} > \epsilon_1] = 0$, and $H_n/\mu_{La}$ converges to 0 in probability.

(ii) For a fixed $\epsilon_2 > 0$, we consider

\[
\lim_{n \to \infty} P \left[ \frac{L_n}{\mu_{La}} - 1 > \epsilon_2 \right] = \lim_{n \to \infty} P \left[ L_n - \mu_{Lh} > \epsilon_2 \mu_{La} \right] \leq \lim_{n \to \infty} \frac{Var[L_n]}{\epsilon_2^2 \mu_{La}^2}.
\] (26)

again using Chebyshev’s inequality. Because $Var[L_n]$ has a finite limit (Eq. (7)) whereas $\mu_{La}$ diverges, for a fixed $\epsilon_2$, $\lim_{n \to \infty} Var[L_n]/(\epsilon_2^2 \mu_{La}^2) = 0$. Therefore $L_n/\mu_{La}$ converges to 1 in probability.

(iii) Slutsky’s theorem states that if $X_n \to X$ in distribution and $Y_n \to c$ in probability, where $c$ is a nonzero constant, then $X_n/Y_n \to X/c$ in distribution (Serfling, 1980, Theorem 1.5.4). We have shown that $H_n/\mu_{La}$ converges to 0 in probability and $L_n/\mu_{La}$ converges to 1 in probability. Because convergence in probability implies convergence in distribution (Serfling, 1980, Corollary 1.5.4A), applying Slutsky’s theorem, $H_n/\mu_{La}$ converges to 0 in distribution, and hence $H_n/\mu_{La}$ converges in distribution to 0. Furthermore, because convergence in distribution to a constant also implies convergence...
in probability (Serfling, 1980, Corollary 1.5.4B), we have shown the stronger statement that $\frac{H_n}{L_n}$ converges in probability to 0.

**Appendix C**

This appendix shows that $\frac{H_n}{L_n}$ converges in rth mean to 0 for $r > 0$, so that all moments of $\frac{H_n}{L_n}$ have limit 0 as $n \to \infty$, and in particular, both $E(\frac{H_n}{L_n})$ and $Var(\frac{H_n}{L_n})$ converge to 0. We use the fact that dominated convergence in probability implies convergence in mean (Serfling, 1980, Theorem 1.3.6): that is, if $X_n$ converges in probability to random variable $X$, $|X_n| \leq |Y|$ with probability 1 for random variable $Y$ and all values of $n$, and $E(|Y|^r) < \infty$, then $X_n$ converges in rth mean to $X$.

We take $Y$ to be the constant $\frac{1}{2}$. Then for all $n$, $|\frac{H_n}{L_n}| \leq |Y|$ with probability 1, because $\frac{H_n}{L_n}$ is positive and is always bounded above by $\frac{1}{2}$ (Section 2.1). For $r > 0$, $E(|Y|^r) = \left(\frac{1}{2}\right)^r < \infty$. Because $\frac{H_n}{L_n}$ converges to 0 in probability (Appendix B), Theorem 1.3.6 of Serfling (1980) applies, and $\frac{H_n}{L_n}$ converges to 0 in rth mean.

By definition of convergence in rth mean, $\lim_{n \to \infty} E(|\frac{H_n}{L_n} - 0|^r) = 0$ for $r > 0$. Therefore $\lim_{n \to \infty} E(\frac{H_n}{L_n}) = 0$, $\lim_{n \to \infty} E(|\frac{H_n}{L_n}|^2) = 0$, and $\lim_{n \to \infty} \text{Var}(\frac{H_n}{L_n}) = \lim_{n \to \infty} E(\frac{H_n}{L_n}^2) - \lim_{n \to \infty} E(\frac{H_n}{L_n})^2 = 0$.
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