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Abstract

A substantial percentage of prostate cancer cases are overdiagnosed and overtreated due to the challenge in deter-
mining aggressiveness. Multi-parametric MR is a powerful imaging technique to capture distinct characteristics of
prostate lesions that are informative for aggressiveness assessment. However, manual interpretation requires a high
level of expertise, is time-consuming, and significant inter-observer variation exists for radiologists. We propose a
completely automated approach to assessing pixel-level aggressiveness of prostate cancer in multi-parametric MRI.
Our model efficiently combines traditional computer vision and deep learning algorithms, to remove reliance on
manual features, prostate segmentation, and prior lesion detection and identified optimal combinations of MR pulse
sequences for assessment. Using ADC and DWI, our proposed model achieves ROC-AUC of 0.86 and ROC-AUC of
0.88 for the diagnosis of aggressive and non-aggressive prostate lesions, respectively. In performing pixel-level clas-
stfication, our model’s classifications are easily interpretable and allow clinicians to infer localized analyses of the
lesion.

Introduction

Prostate cancer is the second most common and second deadliest cancer among men in the United States, with an
estimated 31,620 fatalities in 2019'. While approximately 90% of all prostate cancers are detected in local and
regional stages, a substantial percentage (17-50%) of cases are overdiagnosed and overtreated”. Low-grade prostate
cancers (Gleason Score < 6; non-aggressive) are generally considered to be non-life threatening, and in many cases,
the patient may not even require immediate treatment. Physicians often recommend patients with low-grade prostate
cancer simply be monitored with active surveillance while the high-grade prostate cancers with a Gleason Score
ranging between 7 and 10, however, are considered aggressive and may be life-threatening. Men diagnosed with
aggressive prostate cancer can benefit from and should receive early treatment. The problem of overtreating men with
nonaggressive cancer is often caused by the inability to distinguish aggressive cancer from non-aggressive cancer.
Accurate assessment of prostate cancer is critical for determining suitable treatment in men with aggressive prostate
cancer while sparing men with non-aggressive cancers the harms of aggressive treatment and improve quality of life.

Imaging of the prostate gland is traditionally performed by ultrasound that provides excellent images of the gland, but
it does not provide reliable information about malignancy and has a relatively minor role in the characterization of
prostate cancer . Multi-parametric MR is a powerful imaging technique for which prostate lesions show distinct char-
acteristics in different MR pulse sequences that are informative for assessing aggressiveness. However, interpreting
MRI requires a high level of expertise, is time-consuming, and significant inter-observer variation exists for radiolo-
gists in interpreting lesions in prostate MRI". The purpose of our study is to automate prostate tumor detection and
assessment of lesion aggressiveness from multi-parametric MR sequence using a two-step deep learning approach -
prostate segmentation followed by lesion detection and characterization.

Many machine learning approaches for prostate cancer classification with MR images use pre-defined image features
to characterize lesions and trained a classifier’™""’. A core limitation of such approach is the requirement for a seg-
mented prostate lesion which is a time-consuming manual step. Banerjee et al.” classified the features into five types:
intensity-based (mean, SD, entropy), texture features (Haralick features, Gabor features), shape features (compactness,
eccentricity), histogram-based (LBP), and edge-based (sharpness, histogram). Using this wide range of quantitative
imaging features, they developed an Elastic Net model to predict aggressiveness. Similarly, Fehr et al.” utilized
first-order (mean, SD, skewness, and kurtosis) and second-order texture features (Haralick Features - energy, entropy,
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correlation, homogeneity, and contrast) derived from ADC and T2 images to assess the Gleason scores. However, the
selection of features is largely based on the previous clinical experiences or other unsupervised strategies, which may
lead to uninformative, redundant, and incomplete information that does not capture the comprehensive characterization
of the lesion within MR images.

To tackle these issues, we develop a deep learning model which jointly learns relevant features about the prostate
lesion while training a classifier to assess its aggressiveness where the prostate lesion aggressiveness is determined
by the Gleason score. The higher the Gleason Score (> 7), the more likely that the cancer will grow and spread
quickly. However, there are a few challenges to applying deep learning models to our dataset. First, the small size
of the prostate lesion relative to the entire image introduced significant noise within the training data. Second, the
number of patients in the dataset is limited, which makes training difficult due to potential overfitting. To solve similar
challenges, most recent work of Yuan et al.'' employed transfer learning, data augmentation, and cropping smaller
patches around the lesion, and achieved 0.896 ROC AUC in distinguishing between aggressive and non-aggressive
lesions. However, this still requires knowledge of the lesion’s location. Instead, we use a pixel-level approach that
aims to classify each pixel inside of patches where the pixels will either be classified as inside of an aggressive lesion
(Gleason score > 7), inside of a non-aggressive lesion (Gleason score < 7), or outside of the lesion. The pixel-based
approach vastly increases our training size while training with a limited dataset, eliminates unnecessary noise when
examining pixels within the lesion, and provides a more exhaustive assessment of the lesion. The source code is
available at https://github.com/joshsanyal/Prostate-Cancer-Lesion- Assessment.

The main contributions are as follows:

1. We developed an automated pipeline that takes input multi-parametric MR images', segment the prostate gland,
and register the images into the same image-space based on the segmented prostate shape.

2. We propose a pixel-based deep learning model that detects pixels inside of the prostate lesion and classifies them
as aggressive (Gleason score > 7) or non-aggressive (Gleason score < 7)

3. To increase interpretability of the result, we propose a heatmap visualization of the aggressiveness score for the
prostate tissue which has been computed by the model.

4. Using the proposed model, we experiment on our dataset to determine its performance with optimal combina-
tions of MR pulse sequence and comment on the significance of the sequence.

Methodology

Figure 1 shows the five core components of proposed research workflow and their outputs: 1. Image Preprocessing,
2. Prostate Segmentation, 3. Image Registration, 4. Pixel-level classification, and 5. Evaluation. Each component is
described in greater detail in the following subsections.

Dataset

We use a dataset of the multi-parametric MRI scans of 77 prostate cancer patients: 38 patients with aggressive cancer
(Gleason score > 7) and 39 patients with non-aggressive cancer (Gleason score < 7). The Gleason score, varying
from O - 10, with 10 representing the most aggressive cancer and O representing benign lesion, was also recorded for
each patient. For each patient, the multi-parametric MR image set includes T2-weighted (3.0 T, 3mm slice thickness)
images, diffusion-weighted images (DWI b values 0 750s/mm?) and apparent diffusion coefficient maps (ADC). All
images were acquired in the axial plane. To create the ground truth for prostate segmentation and lesion detection, an
expert radiologist identified and circumscribed the prostate gland and suspicious lesion in a single slice through the
largest section of the lesion on each sequence.

'ADC: Apparent Diffusion Coefficient Maps, DWI: diffusion-weighted images, T2 MR: T2-weighted imaging
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Image Preprocessing Output: Enhanced
Normalize images and enhance contrast |maggs
Prostate Segmentation Output: Prostate
Circumscribe prostate gland Qutline
Image Registration T el
Align multiparametric MR image set Images

Pixel-level Classification Output: Tumor
Using U-net for multi-class classification Heatmap

Evaluation Output: Model
Quantify performance of proposed model Performance

Figure 1: Proposed Research Workflow. The interaction between the sequential components is shown by the arrow.
Output from the previous component is being passed to the next component for analysis.

Image Preprocessing

To reduce variance across the image sequences, they were normalized into a predefined range [0, 1]. As pre-processing
steps, contrast-limited adaptive histogram equalization'”> was applied to enhance the image quality. The adaptive
method computes several histograms, each corresponding to a distinct section of the same image, and uses them to
redistribute the lightness values of the image. It is therefore suitable for improving the local contrast and enhancing
the definitions of edges in each region of an image. The multi-parametric MR image set after preprocessing is shown
in Figure 2.

Figure 2: MR image sequences with the radiologist’s lesion segmentation outlined (in blue) - (a) ADC, (b) DWI, and
(c) T2

Prostate Segmentation

We utilize a U-Net architecture, introduced by Ronneberger et al.'”, to use the entire image as input and classify pixels
as being inside or outside of the prostate. The architecture consists of 5 encoder subnetworks each with two sets of
convolutional and ReL.U layers and 5 decoder subnetworks each with a transposed convolutional layer for upsampling
and two sets of convolutional and ReLU layers. The Adam optimizer was chosen with a cross entropy loss function
and the learning rate was set to 10~3 and was decayed every 5 epochs, for 20 total epochs. Using this architecture and
the ground truth prostate gland outlines, we trained three U-nets, one for each image sequence, to create a prostate
gland heatmaps (probability map) as shown in Figure 3.

Due to classification errors, standard thresholding of the prostate gland heatmap resulted in segmentation noise with
multiple distinct regions classified as prostate tissue. To combat this, we utilize the chan-vese active contour algo-
rithm'* to segment our heatmap. As an initial contour, the 10 x 10 px region with the highest total probability of
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being inside the prostate was selected. The active contour algorithm then iteratively segmented the heatmap until the
difference between the average probability of the pixels currently inside the segmentation and the average probability
of the pixels begin added exceeded a pre-defined constant. The segmentation is then smoothened to more realistically
represent the prostate’s edge. An example of this iterative process is shown in Figure 4.

(©)

Figure 3: Examples of prostate gland probability heatmaps generated by the network in (a) ADC, (b) DWI, (c) T2

(a (b

Figure 4: Prostate segmentation at different iterations (a) 0, (b) 10, (c) 20, (d) final, (¢) smooth

Image Registration

Image registration is needed to align the multi-parametric MRI sequence set such that the prostate gland and lesion
captured in all three sequences are in the same space. This allows our model to leverage a combination of the different
MRI sequences having unique characteristics for detection and aggressiveness classification. Due to varying image
contrast and inconsistent intensity values among the MRI sequences, popular intensity-based and feature-point based
approaches' =¥ to image registration were not judged as optimal during visual evaluation. Thus, we previously devel-
oped a shape-based registration algorithm'” to align the three image sequences by using the segmented prostate gland.
Our registration algorithm uses a rigid transformation, consisting of translation, rotation, and scaling, ensuring that
the transformation is not affected by imperfect manual prostate segmentation which could lead to warped images. The
algorithm first estimates a geometric transformation that minimizes mean square error to optimally align the prostate
gland shapes captured in ADC and DWI images to the fixed T2 prostate gland. These two transformations are then
applied to the original DWI and ADC images, register them with the fixed T2 image, as shown in Figure 5.

Pixel-level Classification using U-Net

To deal with a low number of training images, we utilize a U-Net architecture with three output channels to classify
pixels as being outside of the tumor, inside an aggressive tumor (Gleason score > 7), or inside a non-aggressive tumor
(Gleason score < 7). The bounding box around the prostate with 10 pixels of padding is cropped to keep the peripheral
tissue of the prostate and divided into smaller patches. These patches are then fed into the U-Net which calculates the
probability of all pixels inside each patch being one of the three classes. A simplified representation of this architecture
is shown in Figure 6 where the aggressive prostate tumor heatmap only displays the probability that the pixel is inside
an aggressive lesion.

The U-Net architecture consists of 2 encoder subnetworks each with two sets of convolutional and ReL.U layers and
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Figure 6: Simplified representation of the pixel-level aggressiveness assessment using 3-channel U-Net

2 decoder subnetworks each with a transposed convolutional layer for upsampling and two sets of convolutional and
ReLU layers. The Adam optimizer was chosen with a cross entropy loss function and the learning rate was set to
102 and was decayed every 5 epochs, for 30 total epochs. Using this architecture, we experimented with models
using patch sizes of 11 x 11 pixels, 21 x 21 pixels, and a combination of both where the model predicted probability
were averaged. The patch size of 11 x 11 pixels was chosen to capture smaller regions of the lesion whereas the patch
size of 21 x 21 pixels was chosen to capture the entirety of the lesion. We additionally tested models with different
combinations of image sequences in which each image sequence is passed as a channel in the U-Net.

To train our U-Net, we obtained every patch of size n x n from our training images. The set of pixels within each image
patch was then labeled either outside, non-aggressive, or aggressive based on its location and the aggressiveness of the
lesion. To combat the high percentage of patches outside of the lesion and ensure class balance, we randomly sampled
3500 patches with the center pixel inside of an aggressive tumor, a non-aggressive tumor, and outside the tumor. This
was done with an emphasis on patches with center pixels close to the edge of the lesion to ensure the model can detect
the edge of the lesion by accurately distinguishing between pixels near the edge. When a new patch was sampled,
patches of the same patient within its proximity were discarded to ensure diverse training examples. Once the initial
patches were selected randomly, this randomness was fixed for all other experiments, namely different patch sizes,
to ensure the same sampling of training examples. These classifications are then pieced back together and visualized
using a prostate tumor heatmap.
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Evaluation

To quantify the performance of our model, we split the dataset of 77 patients into 75% training set (57 images) and
25% test set (20 images). We first train our U-net for prostate segmentation using images from our training set and
use the trained network to segment the prostate in our test set. Our shape-based registration algorithm then uses these
segmentations to align our MR image set. Next, our U-net for pixel-level aggressiveness classification is trained using
cropped patches from our training set as described in the previous section. Using the hold-out test set, we move
cropped patches inside the prostate and feed them into our trained model to classify each pixel inside the prostate.
This process is repeated with different patch sizes and combinations of image sequences using the same data split each
time. In the results section, we describe our model’s performance using the Dice similarity coefficient to quantify the
accuracy of our prostate segmentations when compared to the radiologist’s ground truth. The area under the receiver
operating curve (ROC AUC) was chosen as a metric to quantify the classification performance based on its ability
to accurately determine model performance despite class imbalance or a specific threshold. This allows clinicians to
choose their preferred tradeoff between specificity and sensitivity. It is not legitimate to compare between previous
lesion classifications methods and our pixel-level method since our method does not classify the whole lesion and does
not require the lesion outline as input. We sought to directly compare our method with the recently proposed method
of Yuan et al."" but were unable to obtain the code and replication of their method is not trivial.

Results

Prostate Segmentation

On the 20 images in our test set, our model was able to segment the prostate in T2 with a dice similarity coefficient
(DSC) of 0.87 4+ 0.04. For DWI images, our model achieved a 0.82 + 0.06 DSC and for ADC images, our model
achieved a 0.76 £ 0.05 DSC. This low variance in performance demonstrates the robustness of our segmentation
method. In general, our model achieved the greatest performance in T2, indicating that this modality provided the
most relevant information to delineate the prostate from its surrounding tissue. Additionally, when the modalities
were registered based on the radiologist’s ground truth segmentation beforehand, the U-net was able to use all three
modalities as separate input channels, resulting in a 0.87 £ 0.04 DSC. The equivalence of this result to the U-net using
T2 alone indicates that ADC and DWI were not informative modalities for distinguishing the prostate gland.

Pixel-level U-Net Classification

Significance of Patch Size

To assess the significance of patch size on the model’s performance, we trained the model using patch sizes of 11 x 11
pixels, 21 x 21 pixels, and a combination of the two. This was done using each of the image sequences independently.
As is shown in Figure 7, we assessed model performance by calculating the one-vs-all ROC AUC where we compared
the aggressive class (pixels inside of an aggressive lesion) with all other classes as well as compared the non-aggressive
class with all other classes. The comparison between the outside class to the other classes was excluded because of
insignificant differences in ROC AUC because it was an easier task than detecting pixels inside of the lesion.

The proposed method was able to classify aggressive pixels with comparable ROC AUC across different patch sizes
T2 (range of [0.67-0.69]), ADC (range of [0.76-0.81]), and DWI (range of [0.8-0.81]). Similar results occurred when
classifying non-aggressive pixels in T2 (range of [0.69-0.71]), ADC (range of [0.8-0.82]), and DWI (range of [0.82-
0.83]). This low variance in performance demonstrates the robustness of our method. In general, the model trained on
the 21 x 21 patch size outperformed the 11 x 11 patch size, however, the average of the two predictions resulted in the
best performance. This indicates the model was able to learn unique information from the different patch sizes, which
when combined, were able to outperform the usage of a single patch size.

Significance of parametric maps

To determine the significance of parametric maps used in our model, we tested the model using all possible com-
binations of image sequences. We trained the model using a combination of the two patch sizes, due to its higher
performance in the previous section. The results are shown in Figure 8, where both the aggressive and non-aggressive
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Figure 7: Model’s ROC curves using different patch sizes in DWI (left), ADC (middle), T2 (right) - (a) Aggressive
vs All, (b) Non-Aggressive vs All

ROC AUC values are displayed in 3 x 3 matrices where the modalities are indicated as the matrices’ axes. The matrix
elements along the diagonal from top left to bottom right, contain the performance of the model trained on a single
modality, while all other elements contain the performance when two modalities are used.

The model was able to perform well using DWI and ADC individually when classifying aggressive pixels (both 0.81
ROC AUC) and non-aggressive pixels (0.83 and 0.82 ROC AUC, respectively). Using a combination of the two, led
to the model’s best performance with an aggressive ROC AUC of 0.86 and a non-aggressive ROC AUC of 0.88 (Fig-
ure 8.c). This indicates the model was able to learn unique and informative features from these modalities. However,
the model was unable to perform well with the T2 image sequence, classifying aggressive pixels with 0.69 ROC AUC,
classifying non-aggressive pixels with 0.71 ROC AUC, and decreasing the performance of any combinations of DWI
and ADC it was incorporated in. This indicates that T2 was not an informative modality for distinguishing aggressive
and non-aggressive lesion tissue. Adding T2 with DWI and ADC did not improve the performance (Figure 8.d).

Aggressiveness Visualization

The model which used the ADC and DWI images sequences and a combination of 11 x 11 and 21 x 21 px patch
sizes, achieved the best performance with an aggressive ROC AUC of 0.86 and a non-aggressive ROC AUC of 0.88.
This result suggests that the model which combines the ADC and DWI modalities performs well for distinguishing
aggressive and non-aggressive lesion tissue. However, the model’s classifications are likely to be doubted by a clini-
cian, unless they are given a way to reason the model’s outcomes. While this issue of traditional deep learning models
functioning as a "black-box” without much transparency, our model’s pixel-level approach allows direct visualization
of computed probability as a heatmap. We present samples on two aggressive prostate cancer patients as well as two
non-aggressive prostate cancer patients in Figure 9. Instead of providing the clinician just with a classification score of
aggressive or non-aggressive for each patient, our pixel-level illustration allows the clinician infer localized analyses
of the lesion by overlaying the prostate tumor heatmap on the patient’s MR images. This can help in understanding
the model’s classifications outcome and thus, be utilized in a clinician’s assessment and treatment planning.
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Figure 8: Model performance using different MR parametric maps - (a) Aggressive vs All, (b) Non aggressive vs All,
(c) ROC Curve with Best Performance with DWI and ADC, (d) ROC curve using all modalities
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Figure 9: Prostate tumor heatmap visualized on T2 overlayed with manual outline in blue - (a, b) aggressive examples,
(c, d) non-aggressive examples

Conclusion

We propose a completely automated approach to assessing pixel-level aggressiveness of prostate cancer in multi-
parametric MRI. Our model efficiently combines traditional image registration, and deep learning algorithms - seg-
mentation and detection, to remove reliance on manual feature engineering, prior lesion detection, and segmentation.
Our experimental results show that using ADC and DWI, our proposed model achieved a ROC AUC of 0.86 for ag-
gressive lesion and a ROC AUC of 0.88 for non-aggressive lesion. Further, our model is easily interpretable and allow
clinicians to infer localized analyses of the prostate gland and lesion (Figure 9). The core limitation of the current
study is that it only considered data from a single academic institution for training and validation. Studies in larger
independent datasets would be helpful to confirm our results. Our study also was limited to the analysis of 2D images,
and volumetric analysis could improve the results. For multi-lesion prostate, we considered a single lesion for each
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study with the highest Gleason score for training due to the limitation of manual annotation. In future studies, we
will train our model with multiple lesions circumscribed within the prostate gland. We will also compare our heatmap
visualizations with histopathology to evaluate correspondence in spatial locations of aggressive tumor regions, utilize
alternative MRI sequences which could boost model performance by providing unique information, and incorporate
additional levels of aggressiveness for the model to detect.
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