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ABSTRACT
Motivation: Building an accurate binding model for a transcription
factor (TF) is essential to differentiate its true binding targets from
those spurious ones. This is an important step toward understanding
gene regulation.
Results: This paper describes a boosting approach to modeling TF–
DNA binding. Different from the widely used weight matrix model,
which predicts TF–DNA binding based on a linear combination of
position-specific contributions, our approach builds a TF binding clas-
sifier by combining a set of weight matrix based classifiers, thus yield-
ing a non-linear binding decision rule. The proposed approach was
applied to the ChIP-chip data of Saccharomyces cerevisiae. When
compared with the weight matrix method, our new approach showed
significant improvements on the specificity in a majority of cases.
Contact: wwong@hsph.harvard.edu
Supplementary information: The software and the Supplement-
ary data are available at http://biogibbs.stanford.edu/∼hong2004/
MotifBooster/.

1 INTRODUCTION
With the continuing explosive growth of sequenced genomes and
genome-wide mRNA expression data, scientists are increasingly
interested in modeling regulatory motifs and predicting binding
targets of transcription factors (TFs). In this paper, we propose
a discriminant approach that builds models to distinguish positive
sequences (i.e. binding targets of a TF) from negative sequences
(i.e. non-targets of a TF). Several approaches for this discriminant
task have been proposed previously. DMotifs applies an enumerative
search of the motif space and reports the best motif as a feature of the
sequences that best differentiates positive from negative sequences
(Sinha, 2002). Vilo et al. (2000) used a binomial formula for signific-
ance test to evaluate the occurrences of a motif in positive sequences
against those in negative sequences. Similar to the approach of Vilo
et al. (2000), the ‘random selection null hypothesis’ approach in
Barash et al. (2001) tests the significance of a motif against negative
sequences based on a hypergeometric distribution. Takusagawa and
Gifford (2004) extended the works of Vilo et al. (2000) and Barash
et al. (2001) to consider the effects of the lengths of sequences. The
above approaches report motifs as consensus words, which are argu-
ably less sensitive and precise than the corresponding weight matrix
representations (Stormo et al., 1982).
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Since the pioneering work of Stormo et al. (1982), the weight
matrix model has become one of the most widely used models for
representing motifs. A popular approach to estimating the parameters
of a weight matrix de novo is to find a statistically enriched motif
in positive sequences with respect to a background model (Stormo
and Hartzell, 1989; Lawrence and Reilly, 1990; Lawrence et al.,
1993; Liu et al., 1995; Barash et al., 2001). The background model,
which usually is defined as an n-th order Markov model (n = 0, 1, 2
or 3), tries to capture all information in the non-binding sites that are
much more heterogeneous than the binding sites. Such a background
model is so general that the weight matrix model tends to have very
low specificity. To better identify the non-binding sites that are very
similar to the binding sites, Workman and Stormo (2000) proposed
a discriminant method called ANN-Spec, which uses a Perceptron
model and Gibbs sampling to train the weight matrix. They showed
that the weight matrix models output by ANN-Spec have higher
specificity than those built by non-discriminant approaches, such as
MEME (Bailey and Elkan, 1994).

A motif reported as a weight matrix assumes that different posi-
tions of the motif are independent. Under this assumption, a weight
matrix is essentially a linear classifier when used with a cutoff value
to predict binding sites in sequences. Recent biological studies have
demonstrated that individual positions of binding sites are not always
independent (Bulyk et al., 2001, 2002; Man and Stormo, 2001),
and suggested that some TFs recognize their targets in a non-linear
fashion. Barash et al. (2003), adopted Bayesian networks to model
dependencies in binding motifs as trees and mixtures of trees. The
Bayesian tree model is similar to the one used in an early work by
Agarwal and Bafna (1998) to model the dependency between bases.
It is recently reported (Zhou and Liu, 2004) that a simpler pair-
correlation model can largely account for all observed correlations
among motif positions and using such a model in conjunction with
the Gibbs sampling method suffers no overfitting problem. However,
such a model still cannot accommodate some non-linear factors in
discriminating positive and negative sequences.

It is widely accepted that a TF participates in controlling the mRNA
levels of its target genes through its binding sites in the corresponding
promoter regions. Hence, the REDUCE method (Bussemaker et al.,
2001) and Motif Regressor (Conlon et al., 2003) were proposed to
discover motifs by associating motif abundances with real-valued
changes in genome-wide expression data. The REDUCE method
enumerates all K-mers (DNA segments of length K) and checks
whether the combinatorial effects of a set of K-mers can be used
to explain changes of gene-expression data in a regression manner.
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Motif Regressor first uses MDSCAN (Liu et al., 2002) to generate
a large set of matrix-based motif candidates that are enriched in the
promoter regions of genes with the highest fold changes in gene
expression data. Then it uses regression analyses to select motif can-
didates that are most relevant to the change of gene expressions.
Nevertheless, neither approach exploits the potential of using negat-
ive sequences to change the parameters of a motif so as to increase
the specificity of the model.

We propose a novel discriminant approach to enhance TF–DNA
binding models using the boosting technique. First, we use the
ChIP-chip data to select positive and negative sequences. In ChIP-
chip experiments, DNA is crosslinked in vivo to proteins at sites
of DNA–protein interaction and sheared to 500 bp–2 kb fragments.
The DNA–protein complexes are precipitated by antibodies specific
to the TF of interest. The precipitated protein-bound DNA fragments
are PCR amplified, fluorescently labeled and hybridized to micro-
arrays containing every promoter (sometimes also every ORF) in the
genome. DNA fragments that are consistently enriched by ChIP-chip
over repeated experiments are identified as positive sequences con-
taining the protein–DNA interacting loci at ∼1 kb resolution. When
compared with the gene-expression data, the ChIP-chip data provide
much more accurate information about the genome-wide location
of in vivo TF–DNA interactions, which enables us to assign defin-
itive class labels to some promoter sequences with high confidence.
Consequently, we can model the TF–DNA binding problem as a clas-
sification problem. We modify the confidence-rated boosting (CRB)
algorithm (Schapire and Singer, 1999) to train a TF–DNA binding
classifier as an ensemble model, which is a weighted combination of
a set of base classifiers. The modified CRB algorithm automatically
decides the number of base classifiers to be used so as to avoid over-
fitting. A key aspect of the boosting technique is that it forces some
of the base classifiers to focus on the boundary between positive and
negative samples, thus effectively reducing classification errors. We
demonstrate the power of this approach by its performance on the
ChIP-chip data of Saccharomyces cerevisiae (Lee et al., 2002).

2 METHODS

2.1 The ensemble model
We define a TF–DNA binding model as a weighted combination of a set of
base classifiers {qm(•)}:

Q(Si) =
∑
m

αmqm(Si), (1)

where αm is the weight of qm(•). The model weights can be normalized so
that they sum up to 1. The class label of a DNA sequence Si is decided
by sign(Q(Si)), with +1 denoting that Si is a positive sequence. The base
classifier has its root in the weight matrix method (Stormo et al., 1982). Let
fm(•) be the weight matrix model on which qm(•) is based. And let the set
{sij } represent all K-mers in a DNA sequence Si . The score of a K-mer sij ,
given fm(•) is:

fm(sij ) =
K∑

k=1

∑
b∈{A,C,G,T}

wm
k,b Ik,b (sij ) − t , (2)

where (1) wm
k,b is the parameter (in the logarithm scale) of the model fm(•) for

the nucleotide b at position k; (2) Ik,b(sij ) = 1 if the k-th base of sij is b and
Ik,b (sij ) = 0, otherwise; (3) t is a threshold decided by some criteria (e.g.
P -value). The higher the score, the more likely a site will be bound by the
TF. The weight matrix model decides sij as a target of the TF if fm(sij ) > 0
and a non-target site, otherwise. We will show later that the threshold can be
embedded into the parameter matrix [wm

k,b]k,b .

In many situations (e.g. ChIP-chip experiments), we only have information
about whether a DNA sequence is bound by a TF, but do not know which
sites in the sequence the TF binds to. Hence, given a weight matrix, we need
to derive a scoring function to assess the likelihood of a DNA sequence as a
target of a TF. This score should be affected by: (1) the number of matching
sites in the sequence; and (2) the degree of the match for each matching site.
The following function takes into account of the above factors and scores a
sequence as:

hm(Si) = log


∑

(r)

efm(sir )


 , (3)

where the sum is over the r best matching K-mers. This equation is similar to
that proposed by Motif Regressor (Conlon et al., 2003). However, we limit it
to the best r sites to avoid favoring very long sequences. Details for deciding
the value of r are explained in Section 3.2.

The base classifier qm(•) transforms the score of a sequence with a
hyperbolic tangent function to a soft class prediction:

qm(Si) = 1 − e−hm(Si )

1 + e−hm(Si )
=

∑
(r) efm(sir ) − 1∑
(r) efm(sir ) + 1

. (4)

The hyperbolic tangent function is a scaled and biased logistic function, which
has been used for motif site predictions (Barash et al., 2001; Segal et al., 2002).

2.2 Learn the ensemble model via boosting
We adopt the CRB algorithm (Schapire and Singer, 1999) to perform the
following tasks in building an ensemble model Q(•): (1) deciding the number
of linear classifiers qm(•) in Q(•) and (2) learning the parameters of each qm(•)
and its weight αm. Loosely speaking, in the first round, the CRB algorithm
assigns equal weights to all samples and trains the first base classifier. In
each of the rounds that follow, the boosting procedure gives higher weights
to previously misclassified samples and learns a new base classifier with its
weight using the reweighted samples. The final classifier is a linear assembly
of weighted base classifiers from each round.

We made some modifications to the CRB algorithm to serve our purpose
better. The modified CRB algorithm is outlined as Figure 1. Our first change
tries to accommodate the unbalanced training set (the number of negative
samples is much larger than that of positive ones) by assigning larger initial
weights to the positive samples. Second, to prevent overfitting, we reserve
some training sequences for internal test during training. The details of our
implementations are explained in the next section.

3 IMPLEMENTATION

3.1 Initialize the weights of sequences
In our study, the number of negative sequences (usually in thousands)
is often much larger than the positive ones (usually <100). Without
proper adjustments, negative sequences would overwhelm a classi-
fier and reduce its capability of recognizing positive sequences. As
a remedy, we constrain the total weight of the positive sequences
to be equal to that of the negative sequences (step b in Fig. 1).
The sequences within each class have equal weights. This in effect
imposes a higher penalty for misclassifying a positive sequence
than misclassifying a negative one. Note that this heuristics is not
equivalent to increasing the number of positive observations.

3.2 Learn base classifiers
The CRB algorithm (Schapire and Singer, 1999) is a Newton-like
algorithm that constructs an ensemble model to minimize the upper
bound on misclassification error

Err =
∑

i

d
(1)
i exp(−yiQ(Si)), (5)
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(a) Randomly reserve part of the training data for internal test. The remaining n training
sequences and their class labels are denoted as (S1, y1), . . . , (Sn, yn); yi ∈ { − 1, 1}.

(b) Initialize the weights of sequences d
(1)
i (i = 1, . . . , n).

(c) For m = 1, . . . , M

(c.1) Train the parameters of qm(•) and its weight αm using the weighted sequences with
the weights {d(m)

i }.
(c.2) Update sequence weights: d

(m+1)
i = d

(m)
i exp(−αmyiqm(Si ))∑

j d
(m)
j exp(−αmyj qm(Sj ))

(c.3) Use the reserved data to check if the overall model overfits the training data. Roll
back (m = m − 1) and stop if it overfits.

(d) Output the final model Q(•)= ∑
m αmqm(•).

Fig. 1. The modified boosting algorithm.

where d
(1)
i is the initial weight of Si and yi is the class label of Si .

Friedman et al. (2000) have detailed a discussions on the rationale of
choosing the above criterion. In the m-th round, the CRB algorithm
trains qm(•) and its weight αm to minimize the weighted error:

εm =
∑

i

d
(m)
i exp(−αmyiqm(Si)), (6)

where d
(m)
i is the weight of Si in the m-th round. In our case, the

parameters to be estimated in each round include αm, r and
[
wm

k,b

]
k,b

.
Basically, at step c.1 in Figure 1, we increase r from 1 to R (currently
R = 5) by the step size 1. For each value of r , the parameters αm and[
wm

k,b

]
k,b

are initialized and refined to minimize the weighted error.

Finally, the m-th round reports the values of r , αm and
[
wm

k,b

]
k,b

,
which correspond to the minimum weighted error.

3.2.1 Initialization Since the motif must be an enriched pattern
in the positive sequences, we take advantage of Motif Regressor
(Conlon et al., 2003) to generate a good seed weight matrix for
initializing

[
wm

k,b

]
k,b

. The seed weight matrix, reported by Motif
Regressor, has the best correlation between the logarithm of ChIP-
chip P -value and motif-matching score of all training sequences. Let[
w0

k,b

]
k,b

be the seed weight matrix. Given a value of r , we initialize

αm and wm
k,b as αm(0) = 1 and wm

k,b(0) = w0
k,b + (σk,b − t/K),

respectively, where σk,b is randomly generated in the range [−0.2,
0.2] and t is the threshold as in Equation (2). The value of t is
determined as the following. We first use the matrix

[
w0

k,b + σk,b
]
k,b

to score all sites in the training sequences and obtain the minimum
and maximum site scores as tmin and tmax. Then, we increase t from
tmin to tmax by the step size 0.1 and select the value that corresponds
to the minimum weighted error under the current values of r and αm.

3.2.2 Refinement The parameters
[
wm

k,b

]
k,b

and αm are iteratively
refined by a gradient-like method. In the n-th iteration (n ≥ 1),
use

[
wm

k,b(n − 1)
]
k,b

to find the best r sites in each sequence as its

representative sites, and update
[
wm

k,b(n)
]
k,b

and αm(n) based on the
corresponding gradients of the weighted error, i.e.:

wm
k,b(n) = wm

k,b(n − 1) − η1

(1 + n/10)
× ∂εm(n − 1)

∂wm
k,b(n − 1)

αm(n) = αm(n − 1) − η2

(1 + n/10)
× ∂εm(n − 1)

∂αm(n − 1)
,

(7)

where the update rates are set as η1 = 0.05 and η2 = 0.1 based on our
experience. The iteration stops if (1) the weighted error increases,
(2) the improvement of error is <0.0001 or (3) the maximum number
of iterations (currently 100) is reached. Note that a site sij is now
scored as

∑K
k=1

∑
b∈{A,C,G,T} wm

k,b(n)Ik,b(sij ), which is slightly dif-
ferent from Equation (2). The threshold t in Equation (2) is absorbed
by

[
wm

k,b(n)
]
k,b

and is updated implicitly.

3.3 Prevent overfitting
A main challenge with the small number of positive samples is that
one can easily overtrain the classifiers. Our strategy to alleviate this
effect is to reserve a subset of the negative training sequences (5%
in our current setting) and one positive training sequence for internal
validation during training. The sequences are randomly selected.
The weight of each reserved sequence is set as the initial weight of
a training sequence with the same class label. Overfitting is checked
using the reserved data at step c.3 in Figure 1. The boosting procedure
will stop, if adding one more base classifier increases the error [as
defined in Equation (5)] for the reserved sequence set.

Sometimes, the ensemble model may have only one base classifier,
say q1(•). We build a base classifier qυ (•) with its parameters as rυ and[
w0

k,b − tυ/K
]
k,b

, where rυ and tυ are decided by the initialization
method (without σk,b) described in Section 3.2. The weight of qυ (•)
is set as 1. We compare qυ (•) with q1(•) and choose the one with
a smaller weighted error as defined in Equation (5). The rationale
for this step is that the current way for training base classifiers may
not find the best one. This limitation can be amended by a weighted
combination of multiple base classifiers. If the final model has only
one base classifier, qυ (•) could be a better alternative.

4 RESULTS

4.1 Data
We used the ChIP-chip data reported in Lee et al. (2002). Positive
sequences are selected using ChIP-chip P -value 0.001 as the cutoff.
At this cutoff selection, the false positive rate is 6–10% and the
false negative rate is ∼33% (Lee et al., 2002). Although the data
are still noisy, they are the best genome-wide data of in vivo TF–
DNA binding localization so far. To avoid having too few positive
samples, we also required that each selected TF should have at least
25 positive sequences. Forty TFs (Lee et al., 2002) satisfy these
criteria. Negative sequences were selected as those with ChIP-chip
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Table 1. Data summary and cross-validation results for 31 ChIP-chip data

TF Pos seq (no.) Neg seq (no.) Base classifiers (no.) Average FP of weight matrix Average FP of boosting Improvement of boosting
over weight matrix(%)

ABF1 176 3257 2 7.59 7.41 2.43
ACE2 46 2872 2 37.26 30.46 18.23
BAS1 31 3211 2 38.05 31.81 16.41
CAD1 27 3358 2 23.89 21.99 7.97
CBF1 28 2607 2 10.48 7.92 24.44
CIN5 116 3345 1 30.10 25.84 14.14
DAL81 32 3457 3 74.25 63.10 15.02
FHL1 124 3461 4 25.87 24.37 5.79
FKH1 40 3016 1 28.77 28.77 0.00
FKH2 72 3190 1 42.66 42.66 0.00
GCN4 56 2839 3 22.12 18.97 14.24
HAP4 42 3241 2 44.86 38.18 14.90
HSF1 34 2571 2 35.93 26.89 25.18
MBP1 74 3153 1 33.33 28.94 13.17
MCM1 59 3192 2 21.09 17.14 18.74
NRG1 59 3099 1 49.04 44.55 9.17
PDR1 45 3159 3 53.19 37.10 30.25
PHD1 70 3198 3 35.32 23.22 34.24
RAP1 127 3104 3 19.44 11.86 38.96
REB1 89 3021 2 10.30 9.92 3.70
RLM1 33 3164 1 39.16 39.16 0.00
SKN7 72 3089 1 45.10 37.87 16.02
SMP1 48 3276 2 51.15 43.78 14.41
STE12 54 3118 1 85.74 69.07 19.44
SUM1 41 3233 2 19.01 16.26 14.48
SWI4 90 3180 2 31.03 25.13 19.01
SWI5 72 3258 3 63.39 45.86 27.66
SWI6 65 3418 3 28.70 22.65 21.06
YAP1 35 2816 2 22.71 16.74 26.30
YAP5 55 3399 2 55.37 41.37 25.28
YAP6 65 3364 1 92.93 92.93 0.00

Columns 1, TF names; 2, number of positive sequences; 3, number of negative sequences; 4, number of base classifiers in the boosted classifier; 5, number of false positives FPw

using the weight matrix reported by Motif Regressor as a classifier; 6, number of false positives FPb of the boosting method; 7, percentage of improvement of the boosting method
over the weight matrix method, measured as (FPw − FPb)/FPw .

ratio ≤1 and ChIP-chip P -value ≥0.05. Each selected TF has ∼3000
negative sequences. For each gene, we take its upstream sequence,
up to 800 bp, not overlapping with the previous gene.

4.2 Boosting improves the specificity of motif models
To evaluate our method, we used the following cross-validation
procedure. In each run, we leave one positive sequence and 5%
of randomly selected negative sequences as the test data and train a
classifier on the remaining data. This procedure is repeated 10 times
for each positive sequence. The cross-validation error of each run
is calculated as the number of false positives if the number of the
false negatives is zero. The results are then averaged for all runs
and compared. The detailed data, which include the sequence data,
the ensemble models of the TFs, the logos of the ensemble models
and all the test results, are available as the Supplementary data at
http://biogibbs.stanford.edu/∼hong2004/MotifBooster/.

We used Motif Regressor (Conlon et al., 2003) to find the seed
weight matrix. For each TF, Motif Regressor called MDSCAN (Liu
et al., 2002) to find candidate motifs of width 6–17 bases. At each
width, MDSCAN reported the best 20 weight matrices enriched in

the positive training sequences. Each weight matrix was used to
score the training sequences. Motif Regressor then performed simple
linear regression between the logarithm of ChIP-chip P -values and
sequence scores. We chose the motif corresponding to the best regres-
sion P -value as our seed motif. We observed that Motif Regressor
did not find significant enough motifs for nine TFs (DIG1, GAL4,
GAT3, GCR2, IME4, IXR1, NND1, PHO4 and ROX1). It is possible
that under the asynchronized growth condition, these TFs were not
activated, or the modified tagged TFs have changed their binding
characteristics. Table 1 summarizes the results for the remaining 31
TFs. Compared with the weight matrix reported by Motif Regressor,
the ensemble models performed markedly better in 27 cases and
evenly in 4 cases (FKH1, FKH2, RLM1 and YAP6). A closer exam-
ination on the four even cases reveals that each ensemble model only
has one base classifier that is a direct conversion from the initial
weight matrix.

The boosting approach also reported final models with single base
classifier in 5 of 27 cases that performed better. These five TFs are
CIN5, MBP1, NRG1, SKN7 and STE12. Since the base classifier
is equivalent to a weight matrix model, these results indicate that
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Table 2. Contributions of the base classifiers (BCs) in the “leave-one-out” cross validation tests

TF BC no. Average FP of WM Average FP of BC 1 Average FP of BC (1 + 2) Average FP of BC Average FP of BC
(1 + 2 + 3) (1 + 2 + 3 + 4)

ABF1 2 7.59 7.92 7.41 — —
ACE2 2 37.26 62.74 30.46 — —
BAS1 2 38.05 45.36 31.81 — —
CAD1 2 23.89 24.97 21.99 — —
CBF1 2 10.48 10.33 7.92 — —
DAL81 3 74.25 75.81 65.91 63.10 —
FHL1 4 25.87 33.24 26.99 24.54 24.37
GCN4 3 22.12 25.92 20.15 18.97 —
HAP4 2 44.86 44.18 38.18 — —
HSF1 2 35.93 27.29 20.71 — —
MCM1 2 21.09 17.98 17.14 — —
PDR1 3 53.19 49.38 40.31 37.10 —
PHD1 3 35.32 28.68 26.73 23.22 —
RAP1 3 19.44 19.31 13.59 11.86 —
REB1 2 10.30 11.30 9.92
SMP1 2 51.15 49.79 43.78 — —
SUM1 2 19.01 20.04 16.26 — —
SWI4 2 31.03 37.10 25.13 — —
SWI5 3 63.39 60.13 49.92 45.86 —
SWI6 3 28.70 38.22 26.43 22.65 —
YAP1 2 22.71 26.08 16.74 — —
YAP5 2 55.37 45.88 41.37 — —

Columns 1–7 are the TF names, number of BCs in the ensemble model, number of false positives of the weight matrix method and number of false positives of the ensemble model
when its first 1, 2, 3 and 4 BCs are used, respectively. We order the base classifiers in each ensemble model so that their weights are in the descending order.

using negative information can help discover better weight matrices
in many cases. This is consistent with the findings of Workman and
Stormo (2000). However, the first base classifier does not always
perform better than the initial weight matrix. Table 2 summar-
izes the contributions of the base classifiers for the cases where
the boosting method selected more than one base classifier. The
base classifiers in the final models are arranged in the descending
order of their weights. The performances of 13 first base classifi-
ers, i.e. the ones with the largest weights, are worse than those of
the weight matrices reported by Motif Regressor. This may suggest
that when the binding sites of a TF are ‘heterogeneous’ and maybe
grouped into clusters, our boosting method finds base classifiers cor-
responding to different cluster profiles, whereas Motif Regressor
reports an ‘average’ profile. Thus, a single base classifier may be
too specific to a particular cluster and does not discriminate well
globally.

5 DISCUSSION
For some cases, the ensemble model can reveal dependencies among
motif positions. For example, Figure 2a displays the weight matrix
found by Motif Regressor for RAP1, from which we can see that C
and T dominate in position 5, and A and G dominate in position 8.
But there is no further information on how these two positions might
correlate with each other. In contrast, our boosting approach selec-
ted three base classifiers (Fig. 2b–d) to compose the final model.
Two base classifiers favored C and A in positions 5 and 8, respect-
ively, whereas the third one preferred T and G in those positions,
respectively. This observation implies that positions 5 and 8 may

cooperate in a certain way such that the change in one position
correlates with the change in the other. As another example, we
observe that positions 1, 10 and 13 of REB1 motif (Fig. 3) can be
decomposed in a similar way. In its first base classifier, position 13
strongly prefers G; positions 1 and 10 are ambivalent about G and
C, respectively. In the second base classifier, however, position 13
strongly disfavors G, and positions 1 and 10 strongly favor G and C,
respectively. This suggests that the three positions may cooperate to
facilitate the protein–DNA binding.

The boosting approach terminates with an ensemble of 2–3 base
classifiers for most cases. This is atypical for applications using
the boosting technique that usually can boost for hundreds to thou-
sands of base classifiers. The small number of base classifiers could
be due to three reasons. The first reason might be the unbalanced
training data (∼100 positive versus ∼3000 negative sequences). We
examined the sensitivity and specificity of each base classifier alone
using the training samples (Fig. 4a). The sensitivity of base clas-
sifiers spreads out in the range of 40–90%, while their specificity
concentrates in the range of 75–95%. This suggests that it is easier
to train base classifiers to recognize negative samples in our case
although the negative samples are more heterogeneous than the pos-
itive ones. We modify the boosting algorithm by adding more initial
weights to the positive samples such that the initial total weights of
two classes are equal. We note that although this method helps to
bring out a less ‘biased’ classifier, it is not equivalent to increas-
ing the number of positive observations. As shown in Figure 4b,
base classifiers with higher sensitivity tend to have lower general-
ization errors. A similar trend can be observed for the specificity
of base classifiers in Figure 4c. Figure 5a shows that it is more
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Fig. 2. Logos of the binding models of RAP1. (a) Position specific probability matrix. Logo of the weight matrix reported by Motif Regressor, drawn using the
method of (Schneider and Stephens, 1990). (b), (c) and (d): Logos of the base classifiers 1, 2 and 3, respectively in the ensemble model reported by the boosting
approach (weight of base classifier 1 = 0.31; weight of base classifier 2 = 0.30; weight of base classifier 3 = 0.39). Base classifiers have negative parameters
and cannot be visualized in the same way. (b), (c) and (d) are drawn in the following way. The height of a letter corresponds to the absolute magnitude of its
weight scaled by a factor k (For visualization purpose, k = 3 for positive weights and k = 1 for negative weights.) Letters are ordered by their weights. The
black horizontal line represents zero. Letters above the zero line have positive weights, and those below the zero line have negative weights.

Fig. 3. Logos of the ensemble model of REB1. (a) The logo of base classifier 1 (Weight = 0.52). (b) The logo of base classifier 2 (Weight = 0.47).

likely to train base classifiers with relatively low training sensit-
ivity and specificity when the size of positive sequences is small.
Moreover, base classifiers trained with less positive samples are
more likely to have higher generalization errors (Fig. 5b). Based on
the above analyses, we reason that (1) base classifiers hardly over-
fit the training data in most cases and (2) the small size of positive
samples does not provide enough information to boost for more base
classifiers.

Second, the binding mechanisms of some TFs may indeed be
almost linearly dependent of nucleotide types of the motif posi-
tions. For example, ABF1 has a much larger positive sample size
(176) when compared with other TFs. Both the weight matrix
and the ensemble model of ABF1 have low and comparable gen-
eralization errors (Table 1). The ensemble model has two base
classifiers. The training sensitivity/specificity of the base classifiers
are 93.18/94.66% and 90.34/95.58%. These results suggest that the
binding mechanism of ABF1 may have little non-linearity because its
samples can be well classified by linear decision rules including the
weight matrix and the base classifiers. The base classifier becomes a
‘strong’ learner (i.e. it can explain most of the training data) in such
a case. On the other hand, the mild performances of many other base

classifiers suggest that the binding mechanisms of some other TFs
could have relatively high non-linearity.

Finally, our approach initializes a base classifier using a seed
matrix. The successive refining step may only explore a limited sub-
space around the seed matrix. The training of base classifiers can
be improved by a sampling-based de novo motif finding algorithm
that is capable of exploring a wider range of the solution space (e.g.
by sampling at multiple temperature levels). Or we can replace the
base learner with a simpler one, e.g. a simple decision tree that uses
rules like whether a position should be C or not, etc. With the above
modifications, the ensemble model could have more base classifier
and capture more comprehensive features that lead to better classific-
ation performance. Nonetheless, the resultant base classifiers could
be very diverse. Some base classifiers could represent highly degen-
erated motifs. One potential drawback of this alternative is the loss of
biological interpretability of the ensemble model. Although it is still
not perfectly understood why the number of base classifiers is small,
our approach provides a good balance between the interpretability
and the performances of the boosted models. Another choice for
improving the boosted models is to train each base classifier only
by a randomly selected subset of the full training set as suggested
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(a)

(b) (c)

Fig. 4. (a) The training sensitivity (horizontal axis)–specificity (vertical axis) plot of the base classifiers. Star, circle, diamond and pentagram denote the
sensitivity/specificity of the base classifiers, 1, 2, 3 and 4 respectively. (b) The cross-validation false positive rate (FPR)–training sensitivity (horizontal axis)
plot of the base classifier 1. (c) The cross-validation FPR–training specificity (horizontal axis) plot of the base classifier 1.

(a) (b)

Fig. 5. The result plots of the first base classifiers. (a) Training sensitivity (star) and specificity (circle)–number of positive sequences (horizontal axis).
(b) Cross-validation FPR–number of positive sequences (horizontal axis).

by Friedman (2002). It was reported that such kind of randomness
has advantages in the situations of small samples and powerful weak
learners.

6 CONCLUSION
We introduce a boosting-based method for modeling TF–DNA
binding. By repeatedly fitting weight matrix based classifiers to

weighted samples that focus on erroneous classifications, the
boosting approach can build a more accurate TF–DNA binding
model as a weighted combination of the base classifiers. The pro-
posed approach was applied to the ChIP-chip data of S.cerevisiae and
showed significant improvements on specificity in many cases. Like
many recent studies that use mRNA microarray data to help refine
regulatory binding motifs and infer combinatorial rules of transcrip-
tion regulation (W. Wang et al., submitted for publication; Beer and
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Tavazoie, 2004), we found that ChIP-chip data can be used to further
refine motif models and reveal novel features of TF–DNA interac-
tions. Currently, we use Motif Regressor to generate the seed motif
for boosting. However, our algorithm is not limited to working with
Motif Regressor and can be used to boost weight matrices reported
by any motif finding algorithm.
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