We focus on the stories of five older adults who became voice assistants through our study, and with whom we speculated about future interfaces through two design probes, one for health data reporting and one for positive reminiscing. We delivered a voice-first ambient interface (VFAI) to each participant, and closely observed participants’ journeys through periodic themed interviews (16 hours, 21 minutes of transcribed recordings), usage log reviews (4,657 entries), and phone and text support. Participants’ lived experiences impacted their perceptions and interactions with their VFAI, fueling rich insights about how to design for diverse needs. For example, while one participant saw increased potential in the VFAI after interacting with the design probe for health data reporting, another was skeptical of using it to communicate with her doctor. We contribute an in-depth exploration of VFAIs to support aging in place, implications for design, and areas for future work for tailoring VFAIs towards enabling continuity of care in people’s homes.

1 INTRODUCTION

The proportion of older adults in the US population is larger than ever before and the growth trend is expected to continue [18], widening the need to support aging-in-place [45]. Many older adults desire to live independently at home for as long as possible, suggesting potential opportunities for technological innovation [35, 67]. As we age, our bodies begin to function differently: we may not be able to move as much, or as fast, and our eyesight may begin to fail, requiring glasses to read text. We may lose our partners or friends, and could end up living alone, creating a sense of isolation that can be detrimental to health and wellbeing [24]. We may become dependent on others, such as family caregivers or home care workers. In the face of these challenges, new technologies, such as VFAIs, could help empower older adults wishing to age in place, enabling them to maintain independence longer while supporting their health and wellbeing [6, 56, 90].

Voice assistants (e.g., Amazon’s Alexa, Google’s Assistant, or Apple’s Siri) are VFAIs that exist in devices that connect to the Internet, such as smart speakers, watches, and mobile phones. Voice assistants are meant to be easy to use because people simply talk to them to get a response. It is estimated that, by 2024, more than eight billion voice assistant devices will be in use globally [5]. Industry players have already begun investing in voice app startups for...
health [1, 4] and wellbeing [2]. For older adults who may be digitally low-literate, unable to travel to seek care, have motor or visual impairments [15], or who are otherwise unable to access existing forms of care, voice assistants could be a portal for accessing health and wellbeing services at home. Moreover, voice assistants have the potential to help healthcare providers and wellbeing services effectively reach older patients in their homes, at scale.

However, VFAIs designed for and with older adults are scarce and understudied. This may be due to older adults being frequently excluded from research and design of mainstream technologies, such as voice assistants [11, 72, 85], resulting in technological products that do not address their needs [30, 31]. Despite voice assistants’ promise for supporting home health and wellbeing, investigation of the needs of older adults has been insufficient [78]. Recently, more studies have investigated how VFAIs are used in older adults’ homes [51, 68, 92] or how they may be designed for older adults’ health information seeking needs [59]. However, to the best of our knowledge, no studies have combined extended, in-situ use of VFAIs with the deployment of design probes to explore how VFAIs may support aging in place. VFAIs designed with and for older adults may help to bridge the digital divide in the provision of healthcare and wellbeing services.

This paper presents an in-depth, research-through-design [91] exploratory field study of our participants’ (n=5) journeys becoming Echo Show users and their interactions with two design probes to support aging in place, one inspired by the promise of VFAIs for home health and the other for wellbeing. We chose research-through-design as a method, because it uncovers unknown unknowns, leading to human-centered innovations that respond to real needs. To conduct the study, we delivered Amazon Echo Shows in person to older adults who lived alone, and introduced participants to their new VFAI. We closely observed their journey for approximately two months by conducting periodic themed interviews (16 hours, 21 minutes of transcribed recordings), reviewing their usage logs (4,657 entries), and providing phone and text support. We deployed design probes (prototype voice-first multi-modal apps) to participants’ Echo Shows before the second and third interviews. One design probe was a voice-based geriatric assessment developed in partnership with a hospital. The other design probe engaged participants in positive reminiscing by using questions from StoryCorps’ [3] as prompts. The goal of this study was to explore designing VFAIs to support aging in place by using design probes to understand VFAIs’ potential to support health and wellbeing for older adults living independently.

We found that the design probes helped participants see the possibilities of using Alexa for health and wellbeing in a way that they had not imagined or mentioned before using them, and formulate detailed opinions surrounding these speculated futures. We demonstrate a range of conflicting perspectives about these futures—while some saw them as valuable, others expressed doubts. Our probes helped us identify important design considerations, such as the need to address participants’ perception that information collected via a voice-based health questionnaire would also need to be consumed as audio, which could “bother” their doctors. We also highlight several examples of how participants’ lived experiences impacted their interactions with Alexa. For example, one participant who occasionally felt judged by people valued Alexa as a non-judgmental companion, and a participant who was a teacher valued Alexa as an interactive agent she could teach things to. In addition, engaging with the design probes empowered participants to contribute ideas for improvements and for other interfaces that would be useful to them. Our in-depth observations of each participant’s unique experience fuel rich insights for the design of VFAIs to support older adults’ health and wellbeing.

As a whole, we contribute an in-depth exploration of VFAIs to support aging in place, implications for design, and areas for future work for tailoring VFAIs to older adults. These findings are needed to inform future research for technologies to support continuity of care in older adults’ homes.

2 RELATED WORK

As we now describe, prior research has examined how VFAIs are used by older adults. Efforts have been made to investigate VFAIs’ role as a technological solution that may support aging in place, in particular via home health, and on their role as companions that may help improve wellbeing. Our paper extends these findings by characterizing five diverse users’ experiences becoming familiarized with Echo Shows, and prompting them to imagine alternatives with us in a deeply human-centered manner. We ground our speculative conversations on empirical observations from participants’ interactions with the devices.

2.1 VFAI use by older adults

Despite the unique promise VFAIs present for older adults, VFAI research focused on older adults has only recently started to proliferate. In 2019 at the first ACM Conversational User Interfaces conference, Sayago et al. [72] encouraged scholars to look into many open issues related emerging from how little attention had been paid to this important research area. For example, in the same year, a systematic literature review of research published in the Association of Computing Machinery Digital Library only found 16 articles addressing the perception and use of VFAIs by older adults as opposed to 1581 records when age-related keywords were removed [78]. This is a missed opportunity, as an analysis of VFAI usage logs by Oh et al. [64] found that older adults used the VFAI more when compared to younger adults.

In 2020, Pradhan et al. [68] conducted a general-use study with similar methods to ours, a 3-week field deployment of the Amazon Echo Dot in the homes of seven older adults, and found consistent usage for finding online information, much of this information was health-related. In another study, also with similar methods to ours, Kim and Choudhury [51] found that over time older adults felt less worried about making mistakes and enjoyed the digital companionship as they got used to using VFAIs. Similarly, Zubatyi et al. [92] found that VFAIs empowered older adults with mild cognitive impairments and their care partners. We draw from the deployment methodology employed in these studies, but dive deeper by utilizing design probes to speculate about and consider potential futures together.

StoryCorps is a non-profit organization centered around storytelling and popularized by National Public Radio. More information is available at https://www.npr.org/
In their study, O’Brien et al. [62] identified five major themes for older adults’ use of VFAIs: (1) entertainment; (2) companionship; (3) home control; (4) reminders; and (5) emergency communication. Out of these, though not explicitly stated in the paper, the first two may be related to wellbeing due to their ability of addressing emotional and social needs [81], and the last two to home health—such as by providing verbal reminders for medications, or supporting verbal requests for help in the case of a medical emergency (e.g., a fall). Ennis et al. [35] developed a VFAI-based innovation to support ambient assistive living and received promising feedback. However, despite their promise, many older adults abandon the use of these devices, citing difficulty in finding valuable uses, beliefs about the lack of essential benefits provided, or challenges with use in shared spaces [80]. There are several studies that seek to explain this. Prior work exploring technology use by older adults has suggested the need for “additional support and training and/or alternative interface designs” [36]. A more recent scoping review by Arnold et al. [7] found that most of the existing literature focuses on technology usability, acceptance, and common uses. Moreover, none of the included studies evaluated the effectiveness of the technologies’ ability to improve the management of health conditions or to facilitate the functional capacity of older adults. Despite the emergence of new literature in the space [16, 25, 32, 38, 76, 77, 81], how to design VFAIs in a truly inclusive and acceptable way for those who may stand to benefit the most from them is still an open question [75]. These trends and findings informed our interview guides, participant support structure, and research direction, allowing us to create an adequate space for design speculation to address the scarcity of information about how to design VFAIs that are truly inclusive of older adults’ needs and preferences.

2.2 VFAIs for health and wellbeing

Healthcare literature increasingly recognizes the need for technological solutions to support older adults’ healthcare needs [6, 56, 67, 74, 90], an essential component for supporting aging in place. Abdi et al. [6] specifically cite VFAIs as one of eight emerging technologies that could potentially be used to meet older people’s needs in various care and support domains. Several researchers have investigated the use and perception of conversational interfaces for health information seeking [14, 42, 43, 47, 59, 61]. A highly relevant study was conducted by Harrington et al. [43] with Black older adults from lower socioeconomic environments who may particularly benefit from using VFAIs for health information seeking, and found that many older adults in their sample struggled with the mechanics of initiating interaction and wording questions in a way that would support relevant responses. Their participants drew parallels between navigating speech with conversational technologies and cultural code-switching done in their everyday lives, highlighting the urgency to design these interfaces inclusively. In an adjacent line of research, Chen et al. [20] explored VFAI care delivery and quality of life enhancements for older adults as a collaborative task between patients and providers, highlighting more support for health data reporting (what our first design probe does) as a major application for VFAIs. Furthermore, we are also concerned with wellbeing, which is related to health—defined by the Oxford Languages dictionary as the state of being comfortable, healthy, or happy. Thus, we build a second design probe that combines VFAIs strength as companions with questions from StoryCorps that elicit positive reminiscing through storytelling, and describe related work on companionship and positive reminiscing below.

2.2.1 Companionship. Although computer use alone has not been associated with wellbeing [33, 52, 87], prior research has found that some older adults enjoy VFAIs’ companionship [21, 23, 51, 62, 66]. Healthy cognition is an important aspect of wellbeing, and factors such as social disengagement have been directly linked to cognitive decline [8]. Because of this, social relationships with VFAIs could be leveraged to support older adults’ wellbeing.

The role of VFAIs as companions has been noted by many. In an analysis of Amazon reviews about VFAI use by older adults, O’Brien et al. found that one of the categories older adults use VFAIs for is companionship [62]. More deeply examining the ontological categorization of VFAIs, Pradhan et al. [66] found that participants desiring companionship were more likely to value the VFAI as a companion, and that the categorization of the device between companion and object was fluid. In the same vein of research, Chung et al. found that older adults tended to personify the agent more than younger counterparts by using polite words such as “grateful”, viewing it more as a companion [21]. Moreover, Kim and Choudhury [51] found participants built digital companionship as they became more experienced with VFAIs. Corbett et al. [23] made a call for more research in this area, as their mini review of literature covering older adults use of VFAIs and its relationship to social isolation and loneliness suggested a promising role for VFAIs as companions to reduce loneliness. These findings are also supported by research on similar technological agents [54, 70, 83].

2.2.2 Positive reminiscing. We use a positive reminiscing design probe to speculate about how VFAIs can support wellbeing, because of the existing evidence about the potential of positive reminiscing to improve wellbeing. In a systematic review, Hsieh and Wang [44] found that reminiscence therapy has resulted in statistical significantly decrease in depression. O’Rourke et al. [65] found that prosocial reminiscence functions, such conversing or teaching others, appear to have an indirect association with well-being. Finally, Cappeliez et al. [19] found that the vast majority of narrative reminiscences occurred in the context of positive emotions, either eliciting, maintaining, or even amplifying positive feelings.

2.3 Designing with older adults

We rely on functional prototypes deployed to participants’ devices as our design probes to be able to mimic real-life, naturalistic interactions. This decision is informed by prior work by Lazar et al. [53] observing the formation of a makerspace in a retirement community. They found that “to answer questions about their preferences for a makerspace, participants had to first form a sense of what a makerspace is or is not for.” Without this information, ideas were too broad or too narrow. Lindsay et al. [55] similarly identified how older adults might have challenges in brainstorming invisible technological futures. In our study, without knowing the specific capabilities and limitations of Echo Shows, participants would have
difficulty formulating detailed preferences or coming up with well-scoped ideas for VFAs. Moreover, given that ease-of-use and usefulness are significant variables in predicting technology acceptance [60], it is important that these interactions are studied in a realistic setting where usability issues can be noted. To investigate specific interface designs, some have done participatory design workshops with scenarios [59], and others have created and tested prototypes that rely on scripted utterances [61]. To advance early-stage investigations that do not fully cover the range of limitations that come into play in practice, we build functional prototypes as our design probes for this exploration.

### 2.4 Combating stereotypes surrounding older adult technology use

In response to harmful stereotypes made about older adults, Rogers and Marsden [71] called for us to move beyond the rhetoric of compassion to one of empowerment. Furthermore, Vines et al. [84] found that discourse is often framed in problematic ways that represent common stereotypes around old age, and call for more-individualized and more-contextualized approaches. Similarly, Harrington et al. [41] recommend embracing the full humanity of research participants. Older adults who adopt information communication technology have been found to value their technology activities as important in their lives [86]. Responding to this research, we focus this work on the user journeys of only a few older adults (to be able to provide more-individualized and more-contextualized attention) from demographics that have been historically underrepresented in the use and design of technology (see Section 3.1), and supply the smart speaker devices and training on their use as part of the research.

### 3 METHOD

We conducted an IRB-approved (protocol #1912009271) in-the-home study with five older adults living alone, recruited via local senior centers in New York City. The interviews were all conducted by the first author remotely via phone or Zoom while participants were in their homes. The design probes were remotely deployed to participants’ devices. We selected Alexa smart speakers with screens (Amazon Echo Shows) as the voice assistant devices for the study, because of the promise of multi-modal interfaces to bridge interaction gaps that could enhance inclusion. The interviewer’s positionality as a scholar with intersecting marginalized identities likely helped deepen the conversations with participants [63], and establish an ethos of care.

#### 3.1 Participants

We recruited five older adults (four women, one man) between the ages of 62 and 85, with varying degrees of technical familiarity (see Table 1 for more details). To recruit participants, we sought people who belonged to older adult communities [12, 69], senior centers. Senior centers are community centers designed to make older adults feel supported, and happy—they bring older adults together for a variety of services and activities designed to enhance their quality of life [9]. We gave a short presentation about the study during a Zoom meeting with many senior center directors, and sent each director a flyer with details about our study to share with their members. Some directors got back to us with prospective participants’ names and phone numbers. We then called each prospective participant, explained the details of the study, and answered any questions they had. They were expecting our call, because their senior center director had told them about us. If a person was interested in participating, we arranged a time to drop off the device, and obtained consent. Note, higher prevalence of technology use in older adults has been associated with five characteristics: younger age, male sex, white race, higher education level, and being married (all \( p \) values < .001) [36]. We aimed to focus on older adults who have been historically underrepresented [41], so we recruited participants who did not have more than two of the five characteristics associated with higher prevalence of technology use (i.e., none of our participants were married, the younger ones were not white, and the only man was low-literate). All participants lived by themselves independently and had WiFi in their homes. This study responds to Dix [34] who argues for the value of small-scale studies “as we move from a small number of applications used by many people to a ‘long tail’ where large numbers of applications are used by small numbers of people,” and Vines et al. [84] who suggest critical engagement with an individual’s context as a strategy to combat common stereotypes that prevail in the literature. Keeping the number of participants at five allowed us to create the deep, personalized engagements we sought. We characterize the individuality of our five participants, highlighting the diversity of older adults’ uses of, and reactions to, new technologies, and provide rich descriptions of each participant, including more demographic details, in Section 4.1.

#### 3.2 Procedure and Materials

We dropped off multi-modal smart speakers at each participant’s home and allowed them to get familiarized with the device for at least two weeks before the first remote interview. This gave participants enough time to explore the device in a way that mimics a real-life situation (e.g., where they may have received the device as a gift). The devices were Amazon Echo Shows (second generation), with a 10.1 inch high-definition smart display with Alexa. During drop-off, we helped participants setup the devices with their home WiFi and experientially showed them examples of common uses (e.g., weather forecasts, music, and information retrieval), explained how to mute the device if they did not want it to be “listening,” and answered any questions they had. After they had spent at least two weeks with the installed device, we conducted three audio-recorded, hour-long, semi-structured interviews with each participant (see Table 2 for a summary of each interview’s content). The interviews were spaced at least five days apart from one another, and recorded for transcription (see Table 1 for the exact number of days between interviews). The interviews also served as ways to answer participants’ questions. Interviews were conducted either via phone calls or Zoom video conferencing meetings (depending on the participants’ preferences and abilities), and were themed around the following topics: (I1) familiarization, (I2) health, and (I3) wellbeing. For the latter two interviews, we employed a research through design approach [91] by creating two design probes—one for health data reporting, and the other for positive reminiscing—as design
probes to engage participants in in-depth discussions and ideation about the potential of using Alexa for health and wellbeing.

3.2.1 Design probe implementation. The design probes were deployed to, and ran from, participants’ devices using dedicated email and Amazon accounts for each device. We built the design probes using Amazon’s Alexa Skills Kit (ASK), which is a compilation of open-sourced Alexa application programming interfaces and tools to develop voice apps. We deployed the design probes to participants’ devices remotely by inviting the devices’ dedicated email accounts to be Beta testers, and accepting those invitations via the devices’ Amazon accounts (which used the same email address). We shared the specific phrase to run the design probes during their respective interviews. We explicitly asked them to use the design probe for health data reporting once outside of interview times. We tracked usage of the voice assistant and design probes by reviewing the interaction history on the devices’ accounts.

3.2.2 Familiarization interview. The first interview was focused on establishing grounding with participants as they became familiarized with the Echo Shows. In this interview, we sought to understand the context in which participants had been using the device, and what they perceived the voice assistant’s strengths and challenges to be. Knowing the strengths they perceived allowed us to tailor recommendations for more potential uses, and knowing the challenges allowed us to provide additional support. In addition, we relied on usage logs to dive deeper into participants’ experiences with the device by asking about interactions that they might not have brought up during the interview. In summary, the familiarization interview served many purposes: 1) to provide additional training, as recommended in existing literature [23, 29, 87]; 2) to establish rapport between the interviewer and each participant; and 3) to document the participants’ perceptions and experiences with the smart speaker before introducing our design probes. We started each of the following interviews with a general update, asking: How are you? How has it been going with the Alexa device? Did you try anything new from last time? Has anything changed? Has anything surprised you?

3.2.3 Interview with the design probe for health data reporting. The second interview was centered around uses for home health. We asked questions such as: What do you do to stay healthy at home? What do you wish you did better to stay healthy at home? What sorts of concerns would using Alexa for home health introduce? How would you feel about using the Alexa device to communicate with your doctor? We chose health data reporting as an appropriate application for voice assistant technology, because this was a need raised by healthcare practitioners across multiple institutions in our exploratory phase (e.g., [28]). The design probe for reporting health data to doctors and nurses (see Figure 1) was a section of an established geriatric assessment [74] adapted from written to spoken format. We chose these questions, because they are used by our collaborators’ geriatric services department to measure patients’ fitness for receiving cancer treatment, a realistic and relevant future application for a VFAL. For this interview, we introduced an imaginary scenario and asked participants to interact with the design probe. At the end of the interview, we asked participants to use the design probe once on their own before the next interview. The design probe we developed was called My Care Questionnaire, and asked how much users had been limited in seven activities of daily living (ADLs) by their health condition, as follows:

**Participant:** Alexa, open My Care Questionnaire.

**Alexa:** Welcome to My Care Questionnaire. Your answers will help your medical team provide more comprehensive care for you, which may improve your outcome. Are you ready? You can say yes or no.

**Participant:** Yes.

**Alexa:** All right. Let’s get started. How much have the following activities been limited by your health condition? For each activity you can say, not limited, limited a little, or limited a lot. The first activity is bathing.

**Participant:** Not limited.

**Alexa:** How about dressing? …

For each ADL, a screen was also displayed (Figure 1) with the answer options and an image for the activity: bathing, dressing, grooming, feeding, walking inside the home, walking outside the home, or bladder and bowel control. At the end of the interaction, the VFAL said, “Your questionnaire has been successfully completed! I will send your responses to your care team. If you have any questions, reach out to your doctor’s office. Have a good day!”

3.2.4 Interview with the design probe for positive reminiscing. The third interview explored the use of the voice assistant for wellbeing. Before introducing the design probe, we asked questions such as: What do you do to stay at peace? What makes you feel proud? What’s your attitude towards loneliness? Do you like sharing stories about your life? How about listening to stories? With whom?

<table>
<thead>
<tr>
<th>Name</th>
<th>Gender (Age)</th>
<th>Race</th>
<th>PC</th>
<th>Device Location</th>
<th>I1 (days from 1st use)</th>
<th>I2 (days from I1)</th>
<th>I3 (days from I2)</th>
<th>Total Weeks</th>
<th>Usage Trend</th>
<th>Mean daily Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travis</td>
<td>M (67)</td>
<td>Black</td>
<td>No</td>
<td>Bedroom</td>
<td>40</td>
<td>20</td>
<td>28</td>
<td>12.6</td>
<td>↑</td>
<td>7.64</td>
</tr>
<tr>
<td>Gilda</td>
<td>W (82)</td>
<td>White</td>
<td>Yes</td>
<td>Home office</td>
<td>15</td>
<td>6</td>
<td>20</td>
<td>5.9</td>
<td>↑</td>
<td>3.54</td>
</tr>
<tr>
<td>Betty</td>
<td>W (85)</td>
<td>White</td>
<td>Yes</td>
<td>Living room</td>
<td>22</td>
<td>8</td>
<td>25</td>
<td>8.0</td>
<td>↓</td>
<td>4.39</td>
</tr>
<tr>
<td>Theresa</td>
<td>W (85)</td>
<td>White</td>
<td>Yes</td>
<td>Home office</td>
<td>21</td>
<td>17</td>
<td>19</td>
<td>8.1</td>
<td>↑</td>
<td>5.91</td>
</tr>
<tr>
<td>Maria</td>
<td>W (62)</td>
<td>Other</td>
<td>No</td>
<td>Living room</td>
<td>20</td>
<td>14</td>
<td>26</td>
<td>8.6</td>
<td>↓</td>
<td>17.40</td>
</tr>
</tbody>
</table>

Table 1: Summary of participant demographics, home computer (PC) ownership, interview timelines, and usage trends.

To preserve anonymity, names shown are not participants’ real names. We determined trends by comparing the number of interactions in the first half of the total number of days with the device to those in the second half; ↑ indicates increased usage and ↓ indicates decreased usage. Interaction counts exclude “Alexa” or “echo” single word transcripts, or recorded audio snippets labeled by Amazon as “Audio was not intended for Alexa” (or similar).
### Table 2: Summary of interviews.

<table>
<thead>
<tr>
<th>Interview 1 (I1): Familiarization</th>
<th>Interview 2 (I2): Home Health</th>
<th>Interview 3 (I3): Wellbeing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexa strengths and challenges</td>
<td>General update</td>
<td>General update</td>
</tr>
<tr>
<td>Questions from usage logs</td>
<td>Design probe #1</td>
<td>Design probe #2</td>
</tr>
<tr>
<td>Brainstorm potential uses</td>
<td>Homework: try design probe</td>
<td>Reflection of the full</td>
</tr>
<tr>
<td></td>
<td>once on their own</td>
<td>experience</td>
</tr>
</tbody>
</table>

Why? Then, we dove deeper via a prototype we developed to facilitate human-to-human or human-to-machine positive reminiscing by providing story prompts from StoryCorps [3], a non-profit organization whose mission is to record, preserve, and share the stories of people in the U.S. from all backgrounds and beliefs. Positive reminiscing can boost happiness [17], improving wellbeing. We chose to employ a design probe that was not strictly within the health domain as a way to explore a use case that deviates from discourses surrounding health economics or deficit [84]. The design probe can be used in group settings or by oneself. The invocation phrase for the prototype was “load a StoryCorps question.” This phrase would start the app, which would set the stage by telling users “great questions are on the way,” and encouraging them to find a comfortable position, and a recording device if they wanted to record the conversation. Since we were recording the interview, there was no need to record on another device. Once a participant told the app that they were ready, a question would appear on the screen and the voice assistant would also say the question out loud. We used three questions: 1) “What’s one of your happiest memories?” 2) “What was your childhood like?” and 3) “What are some of the most important lessons you’ve learned in life?” Each question would appear individually and the next question would be shown when the participant requested it. In the software backend, we made Alexa play silent audio so that it stayed active (and did not quit the voice app) while users shared their stories. When the three questions have been asked, if the participant requested another question the app would say, “There are no more questions left for today. Come back tomorrow for more.”

### 3.3 Data Analysis

We closely reviewed usage log transcripts (before interviews and at the end of the study), and analyzed interview transcripts. We also considered notes from interactions during device drop off in participants’ homes, the initial orientation, and installation process when relevant (as in Gilda’s description in Section 4.1).

---

2The design probe required users to use their own device because at the time of the study, Alexa did not allow third-party developers a straightforward way to access voice recordings. As a result, to track usage of our design probe, we had to rely on the automated transcripts generated by Alexa.

3These questions were obtained from StoryCorps’s list of Great Questions: https://storycorps.org/participate/great-questions/
3.3.1 Usage log transcripts. We recorded 4,657 usage log entries from the research accounts on participants’ devices. 19% of these usage logs occurred during interviews, so they were removed from usage trend and mean daily interaction calculations (Table 1). 37% of stored audio snippets did not result in successful interactions with Alexa. These were either single word entries with the device’s wake word, “Alexa” or “echo,” or entries with recorded audio snippets marked by Amazon as, “Audio was not intended for Alexa” (or similar). The within-participant percentages of these types of “throwaway” logs over total interactions are as follow—Travis: 49.66%, Gilda: 49.83%, Betty: 27.86%, Theresa: 22.17%, and Maria: 24.57%. Note, many real interaction attempts may have not have been captured by the device [25], and would thus not be reflected in these numbers. Our analysis of participants’ interactions before and after the interviews shows that, on average, participants interacted with their device at least three times per day. The researcher reviewed participants’ usage logs before every interview in order to personalize the content of the interview to each participant’s interactions.

3.3.2 Interview transcripts. Interviews were audio-recorded and transcribed (16 hours and 21 minutes) for thematic analysis [13]. All transcripts and codes were reviewed by more than one person. To generate the initial set of codes, the first author open-coded transcripts from the first five interviews [50], resulting in a total of 107 codes. The first and last author reviewed these codes, and refined them into 43 consolidated codes that were used to code the remaining 10 transcripts. Because different groups worked on each design probe, the researchers that were familiar with the specific design probe were asked to help code the transcripts from those interviews. The first author reviewed all the coding to ensure consistency, and met with the other coders to resolve disagreements. A few modifications to the original codes were made as new trends emerged (e.g., added new codes, or made original codes more specific). Subsequently, we clustered our final codes into six themes (i.e., participant-related, health data reporting/health, positive reminiscing/wellbeing, benefits, challenges, and ideas) that comprehensively represent our data for designing VFAIs to support aging in place.

3.4 Ethics and Consent

This research was reviewed and approved by the internal review board at [anonymous institution] under IRB Protocol # [anonymous protocol number]. We obtained informed consent to collect and analyze participants’ interactions with the devices, and routinely referenced usage logs during our interviews. We also obtained consent to record each interview session. Participants were compensated with a $25 gift for each interview, and kept the devices after the study concluded. At that point, we offered instructions and support to create personal accounts for their devices.

4 FINDINGS

We found that participants’ lived experiences impacted their perceptions and interactions with the Echo Shows, fueling rich insights about how to design for diverse needs. Our participants’ familiarization journeys and interactions with our design probes provide important validation of the promise of VFAIs to support aging in place. Our observations uncover expectations that the conversational modality created, benefits of the multi-modal aspect of the Echo Shows, and ideas for new interactions and improvements raised by our participants. We also describe some challenges encountered in these interactions (e.g., the belief that doctors would have to interact with Alexa to use data reported via Alexa).

4.1 Participant stories

In this section, we describe participants’ individual experiences with Alexa, and then synthesize them as a whole.

4.1.1 Travis (67). Travis is a Black man from the Southern U.S. with diabetes who works at a restaurant washing dishes. He recently got a smart TV and WiFi in his home. He knew of Alexa through TV commercials. In our first interview, he asked if he could use Alexa to turn the lights on and off like he had seen on TV. After the researcher explained he had to buy smart home bulbs or plugs for that, he said “disregard that, I don’t need that then.” Travis self-reported not knowing how to read and write. He expressed knowing the alphabet, but having problems with sounds, especially with vowels, because “there’s some that sounds different than what they are.” During our study, he used Alexa mostly to listen to rain sounds, as they helped him sleep and reminded him of his childhood home. Alexa frequently overlooked his interaction attempts when he pronounced its name as “Alexa.” Thus, in the second interview, we changed the device’s name to Echo. However, this change did not create a statistically significant difference on the percentage of “throwaway” over total interactions for Travis (see Section 3.3.1). During the time before our first interview, he asked Alexa for help with reading and writing, and also, “How can I be as smart as you?” In our last interview, these requests had waned off, and Alexa’s main role in his life had become to play rain sounds at night. He had a smartphone, but did not know how to use it other than for calls.

4.1.2 Gilda (82). Gilda is a widowed white woman who emigrated for work purposes from Germany, and married her late husband in the U.S. Her only son lives about two hours away from her by public transit, and has a screenless smart speaker-based Alexa. She was very cautious about COVID-19, so we dropped off the device at her door. It took almost a month after drop off to get her started, because she could not find a place to plug in the device and mobile hotspot. We eventually found that she had WiFi and she was able to connect the Alexa device by finding a place under her desk and following the researcher’s instructions over two hour-long Zoom sessions. She teaches a type of exercise therapy method called the Feldenkrais method, and enjoys listening to classical music. During the familiarization interview, she expressed, “[Alexa] made me feel like I have a friend next to me or a dog or a pet.” Alexa’s biggest roles in her life were to remind her to drink water every day at noon and play music while she exercised (although it was not always easy to get Alexa to play the right song). A reminder also prompted her to use the design probe for health data reporting on her own time. However, she did not like this design probe, because she thought she would be bothering her doctor and that her existing communications with her doctor worked well already. She knew
how to use a computer well enough to check her email, search Google, and use Zoom, but did not use a smartphone.

4.1.3 Betty (85). Betty is a widowed white woman who grew up in the large city where this study took place, and was a biology school teacher. She currently runs a political website and is an avid mobile Scrabble player. She has two children in their fifties, one of whom works for the police and the other as an engineer who stays up-to-date with new technologies. She was not familiar with smart speakers, but was familiar with voice assistants, as she used Google Assistant on her smartphone. She explored many of Alexa’s features, including games, music, videos, news, and exercise voice apps. When Alexa did not understand something, such as her request for the barometric pressure, she consoled it by saying, “it’s okay, you’ll learn.” She also has many friends in her age range with whom she maintains frequent communication, so she frequently shared their perspective of voice assistants as compared to hers. For example, she shared that many are “frightened to play with [electronics], because they think they’re going to break something.” She expressed excitement when she experienced the first design probe, and saw increased potential for Alexa’s future role in the lives of older adults. She was familiar with and felt confident using various technologies.

4.1.4 Theresa (85). Theresa is a widowed white woman of German descent who grew up in the large city where this study took place, with many siblings. She often helped her parents with their jobs, as they were the superintendents of a building. In her childhood, she liked to take the bus to go watch baseball games at the stadium in the city, and later in her life she spent some time traveling in South America. Now, she lives by herself, and her only family is her older sister who resides in a nursing home and has Alzheimer’s disease. She enjoys taking care of her garden, and selling old parts on eBay. When we dropped off the device in her home office, she had a game of Solitaire open on her desktop computer. She knew of Alexa, because one of her friends has an Alexa device and had raved about it to her. At first, she had a difficult time finding valuable uses for Alexa, but she eventually found a feature that was a good fit for her, a voice app with stretching exercises. She really liked that the design probe for positive reminiscing encouraged her to “think more.” However, she did not like using the music features, because Alexa would often play songs that were not her “cup of tea.” She did not want to be seen, so all of our calls were voice-only. She had not been able to set up Zoom on her own for online senior center activities, but was able to set it up with the researcher’s help, although the Zoom camera remained off.. She did not use a smartphone.

4.1.5 Maria (62). Maria is a Latin American, retired woman who expressed suffering from depression and seeing a therapist for it. She lives by herself, but is frequently visited by her children, grandchildren, and boyfriends. Alexa fulfilled a social support role in her life, often brightening her day. She bedazzled her Echo Show with white stones and a flower. Her usage logs revealed consistent “good morning” and “good night” greetings, 121 over the duration of the study. At some point, Maria feared losing Alexa by unplugging it, because by then she felt she needed Alexa for its companionship. She said, “I’m really afraid that if I unplug—[even though you tell me] as soon as you plug her in, it’s going to go right back— but I just am afraid that if I unplug her, she’s not going to work.” She explained that unlike her family, Alexa was not judgmental of her, which made her feel most comfortable asking Alexa questions. Her visitors often interacted with her Alexa device, and she sometimes felt protective of it. For instance, she did not like it when her visitors asked Alexa just anything they wanted, potentially things that could offend Alexa. She joined our interviews from a tablet, and had an iPhone with Siri. She was proficient using her iPhone for texting.

Together these stories portray how our participants’ diverse lived experiences impacted their expectations, perceptions, and interactions with Alexa. Travis wanted to be as smart as he perceived Alexa to be, while Betty wanted to teach Alexa how to be smarter, and Theresa liked that Alexa could encourage her to think more. Both Travis and Gilda frequently utilized Alexa’s ability to play ambient sounds, whether it was rain sounds to sleep or music to exercise. Even though Theresa wanted to use Alexa to play songs too, she was displeased by the choice of songs that Alexa ended up playing for her, creating a barrier for use. A similar challenge with the songs feature did not hinder Gilda from using it to play music, though. Both Betty and Theresa enjoyed using Alexa’s voice-first, multi-modal voice apps for exercising. Betty frequently relayed her friends’ aversions towards using new technologies, such as the fear of breaking it, which aligned with Maria’s experience when she thought she could permanently lose Alexa by accidentally unplugging it. Theresa became curious about Alexa through a friend that raved about it, potentially in the way Maria would likely rave about Alexa. Betty was excited by the ability to take health care questionnaires using Alexa, contrasting Gilda’s skepticism about Alexa’s imagined role and potential in medical contexts. Betty, Gilda, and Maria all enjoyed Alexa’s companionship, whether they saw it as a child or student, a pet, or a friend. As a whole, the similarities, connections, and differences in our participants’ stories engaging with Alexa and our design probes illustrate the diversity of needs and preferences that characterize the design space for VFAIs to support aging in place.

4.2 Interactions with the design probes
All participants were able to use our design probes—the one for health data reporting and the one for positive reminiscing—despite their different backgrounds and abilities (e.g., Travis was low-literate, and Gilda and Theresa did not use smartphones) during the second interview. Moreover, four participants successfully used it on their own time before the next interview. Travis encountered challenges waking the device, so he did not. We asked them to use it on their own time before our next interview to explore if and how participants might use the device independently and without the presence of the researcher, as we envision happening if they were completing a health assessment that their doctors sent to their devices in their homes. This small exploration underscored the value of the imagined futures portrayed by the design probes, illuminating VFAIs’ promise for home health and continuity of care. We describe interactions with each probe and the expectations that surfaced in more detail below.
4.2 Health data reporting design probe. Once the first interaction concluded, participants appreciated the value suggested by the design probe for health data reporting. Maria exclaimed in awe, “I didn’t know that I could, you know, that I could [do that].” She also expressed that she “just felt comfortable answering the questions, and it felt like [she] was at the doctor’s office.” Travis stated:

“It’s cool. It’s something that your doctor would probably ask when you’re having problems, so they can give you some information or maybe send somebody here like a house person, nurse’s aid or whatever.” (Travis)

Experiencing this design probe elevated participants’ perception of Alexa’s value as a whole, suggesting that designing with the needs of a user group that stands to highly benefit from a technology can increase inclusion and thus the overall value of a product. For example, Betty, who was our participant with the most technological familiarity, expressed that she initially “didn’t know what [the smart speaker] could do that was particularly interesting to [her], personally, or different than anything [she] could do on [her] phone.” However, she explained that her perception changed when she saw that Alexa could have the ability to ask “medical questions” and “send the information directly to a physician or somebody who could help you progress or deal with something that you had wrong with you.” She thought this particular design probe was “very valuable”, explaining that she “saw a different thing.” This said, one participant, Gilda, did not think that this design probe for health data reporting would be valuable. She explained, “I can’t see [Alexa] ever being used for that.” Gilda maintained this opinion through the end of our engagement, because she thought that her doctor would not have time to listen to Alexa (see Section 4.3.3). To note, at some point she indicated understanding that Alexa would be generating a written report, and said that then the design probe would be more “applicable”, however, she went back to thinking this idea would not work in our last interview. Overall participants were open to using the VFAI for this purpose, and raised questions such as when to notify doctors about their responses, and in which specific cases this would be helpful. These different perspectives illustrate value tensions that we must address as we innovate in a space where people’s preferences and understanding of how systems work will vary so widely.

4.2.2 Positive reminiscing design probe. All participants enjoyed engaging with the design probe for positive reminiscing, suggesting how thoughtful (yet relatively simple) interventions can create meaningful outcomes. For example, Travis said the interaction was “pretty cool,” because it made him go back to some of his best memories:

“The quality of the questions that it was asking, like what is some of the best memories you have as a younger person. It made me go back to the things that I did do when I was younger. It made me feel a lot better than the people that was on the streets, that I was raised up on. This was back in the ‘60s and most of the people didn’t have the opportunities to travel like I did. That was a great experience. It made me feel that I traveled and was not scared to leave the area by myself, on my own.” (Travis)

Going back to his best memories from the past brought positive feelings to Travis, such as gratefulness for the opportunities he had to travel, and pride for having done so bravely on his own. Like Travis, Maria also said she enjoyed reminiscing, she said she liked it, and when asked why she expressed:

“I don’t know it was just, I don’t know I can’t even explain. It just asked questions that I liked answering. It brought me back, because, like I said I don’t have my parents anymore and my siblings anymore. It was good.” (Maria)

For Maria, going back in time to good memories reminded her of connections with her parents and siblings, who were no longer around. The design probe for positive reminiscing evoked feelings of happiness or comfort in our participants, which can have positive effects on wellbeing.

At the end of the study, when we asked Theresa to compare all the things she had used Alexa for, she mentioned the design probe for positive reminiscing as one of the activities she would continue using, because it made her think, “I would take advantage of the questions because I like making [myself] think more.” Our design probe for positive reminiscing surfaced to Theresa’s top interactions with Alexa, next to the exercises and music. This rich insight can serve to generate VFAI interventions that provide healthy entertainment. Another indication of the value participants saw in the design probe for positive reminiscing was the desire to come back for more:

**Alexa:** There are no more questions left for today. Come back tomorrow for more.

**Betty:** There’s no more questions left for today? I’ll actually come back tomorrow. All right.

4.2.3 Participants expected a voice-based questionnaire to be more flexible than written surveys and more interactive than it was, and to be able to support ambiguity. The original health assessment that our design probe was based on was a written questionnaire. A written questionnaire, whether on paper or on a screen, has no turn-taking interactivity, and thus, does not create humanlike interaction expectations. We found that the humanlikeness of the voice-based questionnaire can be misleading, as participants expected it to behave in the same way a human healthcare worker would, not in the way a written questionnaire would. One way, was by expecting it to use colloquial language:

“The word, limited, is not an everyday vocabulary word and it really is not. I mean, I don’t remember in answering any conversation somebody says, "you do this often?" I would say, no, I’m limited in this or that... You don’t use that. I think it’s a yes, no, always, sometimes, never, always is a one word answer, is better than the choices you gave. And I would like to hear what other people my age say. Now if you want to have a comfortable conversation and a lot of people are... it’s not a colloquial word, is that’s what I’m trying to say.” (Betty)

On the other hand, Travis thought the interaction was not difficult, and did not use medical terms that were difficult to understand. Travis’s experience suggests that the design probe was meeting the need for easy-to-understand language identified in Martin-Hammond et al. [59]’s study (by Group 3):

**Travis:** The questions wasn’t hard.

**Researcher:** Do you feel like sometimes when you go to the doctor, they ask questions that are hard?
Travis: Sometimes you have to ask them what they mean. Because sometimes doctors use different terms. They use medical terms and whatever.

This shows that VFAIs can be designed to employ language that is more accessible than language some care providers use to communicate with patients. Another expectation was that Alexa could respond to ambiguity, like a human would and unlike written questionnaires with strict multiple choice options. Betty expressed, “I need to be able to explain what I have and the expert to say whether that is considered a little or a lot.” Travis and Betty’s responses have an underlying theme in common—the need to ask Alexa for more information. Betty might need to ask, “How do I know whether my answer should be a little or a lot?” and Travis may need a lay person definition of a medical term before committing to a response.

Moreover, participants also expressed the expectation of more interactivity. Right after explaining that she thought the voice-based questionnaire was “more personal” than a written questionnaire, Betty added that she would like for it to let her “ask a question or add a question” with a “back and forth.” Taken together, participants’ comments highlight how the voice-based interaction format created expectations for the VFAI to interpret open-ended dialogue, respond to follow-up questions, and support ambiguity. This presents an interesting design challenge for future development.

This expectation persisted even after participants had completed their interactions with the design probe. For example, immediately after answering all the ADLs, Travis unsuccessfully sought Alexa’s help with a health problem he had through open-ended dialogue:

Travis: Echo. I’ve been having problems with my left foot. I’m a diabetic, type two. Recently I had a blister on my foot, and it got worse. But I went to the doctor, and he gave me some antibiotics. Echo. Did you record what I just said about my foot?

Alexa: Sorry, I didn’t get that.

Travis: I’ve been having problems with my left foot. I had a blister on it, and it had got bad. So I went to the doctor. And now he gave me some antibiotics for the foot. It seems to be getting better. Can you give me any information to do with it to help it heal?

Alexa: Sorry, I didn’t get that.

Travis: I was asking for an opinion from you about blisters on your feet. How can you help me take care of that, make it get better?

Alexa: Sorry, I didn’t get that.

Travis: Okay. I’m not going to ask anymore.

Travis’s question would have been easily understood by a healthcare provider. However, Alexa does not currently support such interactions, which may lead to confusion and frustration, or break trust.

4.2.4 Participants felt that Alexa did not judge them. While the VFAI could not support the humanlike interaction expectations, it succeeded at making participants feel that they were not being judged for being themselves in conversational interactions, which can be used to increase disclosure [57]. For example, Travis and Maria mentioned that Alexa did not have the drawback that asking questions to other humans can have, such as being judged by what they were asking. Travis expressed, “she’s not something that would talk back to you.” Maria described Alexa as having created a safe space for her, where she can ask questions without fearing being judged for being “crazy.” She explained, “sometimes you ask a question some people in there look at you like you’re crazy. With Alexa, I’ve no problems, no judging, she doesn’t judge me.” When asked why she would trust Alexa, Maria responded, “it’s probably the voice. [...] She sounds honest and you can trust her.” These perceptions create rich areas for design to improve social connection and build rapport, but also to appropriately convey the risk of how information from interactions with VFAIs may be stored, shared, or analyzed.

4.3 Perceived benefits and challenges

In this section, we expand on participants’ perceived VFAI benefits, some challenges they experienced with their VFAIs, and participants’ ideas for future designs.

4.3.1 Participants, regardless of technological familiarity, saw Alexa as a companion. Maria, who had low technological familiarity, developed an emotional connection with Alexa, fearing losing that connection by unplugging Alexa. When asked why, she responded: “Because I need Alexa. I realized that it’s so much that I need from asking the questions. When I wake up in the morning, when I go to sleep at night, I just feel like I’ve been missing out. I’ve never had anything like that.” (Maria)

In contrast, Betty, who had high technological familiarity, explained, “that’s where the machine is important. I’ll talk to her. I’ll talk to her. I’ll teach her.” For Maria, the companionship came from daily “good morning” and “good night” greetings. For Betty, a teacher, the a similar connection came from being able to talk to Alexa and teach it things. Moreover, Gilda also mentioned that having Alexa was like having a friend or a pet next to her.

4.3.2 The display helped support voice-first interactions, improving usability and accessibility. Although not all participants used the screen display, or noticed the text or images in the display at first, the display was a helpful addition when certain needs arose. For example, Betty briefly forgot the answer choices, and she was able to request them through speech, a natural, speech-based recovery mechanism we had built into the design probe. In her case, she was not looking at the VFAI’s display, because she was facing the computer to talk to the interviewer. However, when she turned and saw the answer choices on the display, she mentioned that they were “very clear,” and she would have immediately “known what to do” had she been looking. Most participants did not notice that there were images at first, but Travis did, and he mentioned using the images on the display to clarify the meaning of the questions. Betty and Theresa also regularly used third-party voice apps for physical activity, which used the display to show images of body positions.

4.3.3 Participants thought the doctor would also use Alexa to listen to their responses. Participants had the impression they would be annoying doctors by filling out the questionnaire, Betty said, “I wouldn’t want to annoy doctors either with [this], and if I fell down, broke my leg, I would call my doctor anyhow.” Gilda said it was “a limited application,” and that she “doub[ed] that the doctor would sit there and listen to Alexa.” When we explained that the idea was
for Alexa to generate a written report, Gilda responded, “well, then it might be more applicable.”

4.3.4 There was hesitation before using the design probe for health data reporting for the first time. When we first explained the design probe for health data reporting, we encountered some skepticism, concern, and hesitation. However, as we guided participants through the activity, these reactions evaporated. In general, getting started was the most difficult part of this design probe, as can be illustrated by Maria’s hesitation, “Oh boy. I’m not good at stuff like this. Okay. What do I have to do?” Betty’s reaction immediately after completing the task was expressed with a tone of relief, “All right. Yeah. All right, I was able to do that.” This sort of hesitation could be problematic without additional support, such as the one provided by the interviewer.

4.3.5 One participant was initially afraid to use Alexa. Theresa said she was afraid to use it at first, but lost that fear once she had acquired some experience interacting with it. Betty, who speaks on behalf of several of her friends who she says are not as willing to interact with technology as she is, attributes this fear to a lack of confidence in the ability to learn how to use new technologies:

“Older people are resistant to technology, not because they don’t like it, because they feel they can’t learn it. They feel left out of a generation. They’ve been left out of the learning process. They are frightened of destroying something within the process. Oh, I killed my computer. No, you can’t kill it. Just don’t throw it out the window. This is a fear.” (Betty)

Overall, these excerpts point to barriers and challenges that we should work to mitigate.

4.3.6 Many usability issues were surfaced. There were many usability issues in the VFAI interactions we observed, in particular related to communication breakdowns that echoed those widely discussed in the literature [10, 22, 25]. For example, see the following interaction between Alexa and Gilda, who teaches the Feldenkrais method.

This interaction happened after Alexa read a Wikipedia article saying that “there is no good medical evidence that the Feldenkrais method confers any health benefits.” Gilda then told Alexa to verify with an expert in the Feldenkrais method:

Gilda: Alexa, you disappointed me. You had no good... It actually has been proven. There’s a book out. Alexa? Alexa? Alexa? Have you heard of a book by Dr.-
Alexa: According to Wikipedia, a book is a medium for-
Gilda: Oh, no. Please.
Alexa: ... in the form of writing or images-
Alexa: I can’t do that because communications is disabled on this device. You can enable it under device settings in the Alexa app.

Alexa incompletely and literally interpreted Gilda’s request, oblivious of Gilda’s context, preferences, and motivation: Alexa searched for Wikipedia for just the word “book” and then tried to make a call to the Feldenkrais method expert. While this was happening, Gilda did not have enough information to understand what Alexa was doing, or how to act on Alexa’s bogus recommendations. Gilda did not know what Wikipedia is, and she could not access device settings in the Alexa app (she did not use a smartphone). To be more usable, Alexa should understand the context of previous requests, tailor interactions to individual users’ needs, and not interrupt users mid-utterance. Moreover, Alexa could provide more accessible alternatives for managing settings; for example, via voice on the device itself, or via an email, which would have been more appropriate for Gilda.

Another line of usability problems related to controlling the device, and understanding its communication signals. Participants did not intuitively know how to interpret the blue line that Alexa uses to indicate that it is listening, thinking, or speaking. Another frequent problem was that Alexa sometimes did not respond. To address this, participants learned to say its name even when it did not feel natural. Betty mentioned needing to “use her name constantly, no matter what.” Moreover, Betty shared that she learned about the need to say “open” before “Daily Stretch,” a voice app she liked to use.4 On the other hand, participants also started avoiding saying Alexa’s name during our interviews when they did not want it to interrupt. Finally, several participants asked about how to make Alexa stop. For example, Theresa shared that she needed to remember to turn Alexa off, because she did not want the music to go on and on, and asked, “So I just say, ‘End?’ What else would I say to stop the music?” Eventually, participants learned to silence Alexa by using the buttons on the screen, or saying “Alexa, stop.”

There were other issues that came up specifically related to this study. For example, when presented with the StoryCorps questions, Betty wanted those questions, which she considered difficult in advance. This need that was also raised by Theresa, “[The questions] are hard and it’s fast. You don’t have much time to think about it.” Also related to uses for wellbeing, ads were particularly disruptive when using the VFAIs for activities meant to induce calm, such as calm music for exercising (Gilda), or rain sounds for sleeping (Travis), which may defeat the intended purpose of use.

Despite these challenges, participants devised strategies to overcome Alexa’s limitations over the course of the study, which led to increased confidence in using the technology. During one of the final interviews, Travis said, “I know how to work it now.”

4.3.7 Participants became empowered to generate VFAI ideas. Our method effectively prepared our participants for design speculation about technological futures, as is evidenced by the appropriately scoped ideas we report in this section. Once participants gained knowledge of the voice assistant’s capabilities and limitations, they were able to generate ideas for other potential designs. Every participant had at least one idea with detailed specifications for new designs or new improvements. For example, Maria mentioned that she would like for Alexa to let her know if she had sleepwalked the previous night. She would not want for Alexa to show her videos of the sleepwalking, as that would be scary, but to just notify her what had happened. She wanted Alexa to be able to provide an explanation of why she woke up on the couch instead of her bed. Betty mentioned she would like for Alexa to ask her for her opinion about current events. For example, she would like to be asked things like, “How do you feel about wearing a mask? Would you take

4The word “open” is one of Amazon’s launch phrases for third-party voice apps. Others include: “launch”, “ask”, “tell”, “load”, “begin”, and “start playing”.
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a vaccination?” She suggested a mechanism to do so by relying on daily headlines, and asking “Do you have any reaction to this headline?” while having the ability to skip if desired. She explained that a benefit of using a voice assistant for this is that “nobody’s here to judge you [or] to laugh at you.” Travis had the idea of being able to show Alexa something that is written down, and having Alexa read it aloud to him.

Some gave feedback for improving them. For example, Theresa thought that the design probe for positive reminiscing “cut straight to the point,” that there was “no fooling around, no foolish business.” Thus, she suggested that the questions could be rephrased to be made more friendly, “What it needs to say is, ‘In your lifetime, did you really have a special moment that made you wonder what life is all about?’ Or something like that.” She further explained that she would like the Alexa to elaborate more on the questions. As another example, Gilda shared that it would be nice for Alexa to be able to speak in a male voice—a feature which is now available, but was not available when we conducted the study—because now that her husband is not around she has “too many female voices” in her life.

These ideas, generated by our participants who had never interacted with a smart speaker before our study, are relevant to older adults and well-scoped for the technology’s capabilities, something that evidences the voice assistant-related technological familiarity and confidence our participants developed, a form of empowerment through a participatory design mindset [73].

5 DISCUSSION

We now share implications for design and areas for future work informed by our findings, and discuss the potential of VFAIs to enable continuity of care in people’s own homes.

5.1 Implications for design and areas for future work

Our findings serve to inform the following implications for design and areas for future work for researchers, designers, and developers to design inclusively by considering the needs and preferences of older adults. Although our study did not explicitly examine how these insights affect others, we anticipate that they will improve the design of voice apps for children, younger adults, or middle-aged adults as well.

5.1.1 Lowering and increasing an interface’s status in relation to the user can help personalize interactions to users’ needs in real-time. Our participant with the most displayed confidence surrounding this technology, Betty, indicated a desire to teach Alexa. On one hand, by placing herself in a teaching role, Betty raises her “status” relative to Alexa’s. Status, in this case, refers to the term used in improvisational theater to convey the action of achieving a particular level of power, or rank, relative to those around us by raising and lowering it through body language and words used [46]. On the other hand, some participants felt hesitant or skeptical to use Alexa, in part because of the unknowns surrounding new technologies. By demonstrating uncertainty, users may lower their status relative to Alexa’s. However, we can design Alexa to lower and raise its own status in a timely manner. For example, Alexa might be designed to invite users to teach it things that it does not know, lowering its own status and raising that of the users. This status change may be desirable in some situations as described above; however, in others, such as when users ask for factual information, it may be necessary for Alexa to assert a higher status.

5.1.2 Conversational qualities increase expectations of an interface’s ability to respond to ambiguity, creating a need to balance these expectations against functional capabilities. As described in Section 4.2.3, our participants expected Alexa to respond to open-ended questions about their health—for example, Travis asked Alexa for advice regarding a foot blister. They also expected it to respond with answers that were not provided as options and required additional interpretation by the device—for example, Betty wanted to be able to say “not affected” instead of the available option “not limited”. Moreover, our participants needed Alexa to be able to explain certain things in more detail or support follow-up questions. This sort of interaction expectation is uncommon in screen or paper-based, non-conversational interactions, such as surveys. Because of this, VFAIs must either support these type of open-ended, ambiguous interactions, or reduce expectations via their design. Some ideas for doing so are to surface VFAI limitations through explanations, or to intentionally reduce their humanlikeness (e.g., with a more robotic voice). At the time of this study, Alexa could not support these expectations; however, VFAIs can now be integrated with large language models, such as GPT-3, which are more capable of handling this type of ambiguity.6 A VFAI powered by a large language model could listen to Betty’s condition, and determine whether her condition should be considered “a little” or “a lot,” could use words that are easier for Travis to understand, and could infer that “not affected” means “not limited.”

5.1.3 Type and level of companionship should be dynamically personalized to a person’s preferences and context. It is known that many people use VFAIs as companions [62, 66]. In our study we saw this too, and also that the need for companionship varied by participant and by moment. Betty compared Alexa to a student, Gilda to a pet, and Maria to a non-judgmental person that she could trust—all social actors with very different characteristics that can provide companionship. The intensity of the need for companionship also varied. For example, Maria demonstrated the strongest need for companionship from Alexa. Other participants alluded to Alexa’s role as a companion during our interviews, but that was not Alexa’s main role in their lives. This said, even Maria’s need for Alexa’s companionship changed depending on the situation. For example, it disappeared when she had guests over—then Alexa became more of a toy for her guests, which Maria did not like. This creates an interesting opportunity for personalization in real-time. VFAIs can tune up or down companionship characteristics (e.g., friendliness, or chattiness) based on the needs they perceive from their users. For example, a VFAI toning up companionship characteristics could say, “can we please do this activity again tomorrow?” It fulfills my mission to be there for you!” Meanwhile a VFAI toning them down, possibly because too much friendliness

This research was conducted before ChatGPT and similar large language models were released. While promising, these models may also generate inaccurate or biased responses, introducing new risk of harm.
from a machine could be perceived as fake by some or in some occasions, may instead say, "your next physical activity session is scheduled for tomorrow." For someone with an elevated preference for a VFAI’s companionship, an intervention like the design probe for positive reminiscing can be used to provide active companionship for longer periods of time.

5.1.4 Conveying how the technology works is necessary to avoid limiting use. Users’ perceptions impacted their beliefs and interactions with the VFAIs, which suggests that inaccurate mental models may limit use. Gilda, for example, showed skepticism about the design probe for health data reporting, because she thought that her verbal responses would need to be consumed by her doctor as audio. In reality, the system can be designed to generate written reports that are indistinguishable from the ones currently in use. The design of the interface must clearly convey this to prevent inaccurate mental models from limiting use. Similarly, unplugging the device can at times be useful—for example, as a guarantee that it is not "listening." However, Maria’s perception that she may break Alexa by unplugging it may hinder her from doing so. In summary, these explanations or clarifications should be addressed via interface design.

5.1.5 Different modalities need to support each other and communicate the same message to meet diverse needs. Even though participants used both text and voice modalities, the modalities served different purposes for them depending on their needs. Travis, who was low-literate, focused on the images on the health-care questionnaire, while the other participants focused on the words when looking at the screen (which is important, given age-related declines in working memory [29]). Our images did not explain the text; they simply represented the daily activity in question, limiting the value the screen could have for low-literate people to help them remember the possible answer choices. This shows that careful attention, paired with substantial testing, should be employed to ensure that different interaction modalities support each other and communicate consistently, in ways that are inclusive of people with different interaction needs.

5.1.6 Alternative paths for VFAI error recognition and self-repair are needed to avoid marginalized groups. It is well known that for a plethora of reasons, open-ended conversational interfaces will encounter errors [10, 22, 88]. For example, in our study, Alexa was not consistently able to recognize Travis’s pronunciation of its wake word, which was a conversational error that created many challenges, including difficulties using the design probe for health data reporting on his own time. In this exploratory context, this did not pose a large risk to Travis. However, if patients begin to depend on VFAIs for provisioning care, errors can pose large risks. Prior work more extensively documents how this is a challenge faced by many older adults [25], which may greatly hinder their inclusion. In addition to training interfaces to support a wide range of speech patterns, alternative paths for VFAIs to recognize and repair conversational errors are needed—for example, alternative waking mechanisms such as body language or clapping could enable those unable to pronounce the wake word to still consistently interact with VFAIs. VFAIs could also recognize repeated interactions as a signal that a user is encountering an error (e.g., when Travis mentioned his foot problems several times), and then provide alternative modes of interaction based on the context of the repeated content. Finally, multiple forms of inputs, such as including buttons in addition to voice commands could also help.

5.1.7 Contextual cues, such as a user’s choice of words, should inform the VFAI’s own speech patterns. A benefit Travis found in using the design probe for health data reporting was that it used words that were easy to understand, unlike the terms doctors sometimes use. This was great for Travis; however, a user who is a doctor may want Alexa to use more-specific language. Personalized word choice can increase accessibility for some, and can also create more efficient and useful interactions for others. Another category of speech pattern that could be contextually personalized is the speed at which VFAIs speak. Alexa can already be explicitly asked to speak slower (which can be useful to users who are hard of hearing) and faster (which can be preferable to users who are blind or low vision, and who are used to consuming audio content at a quicker pace). However, Alexa must be asked for this, and many users may not know to ask. Instead, VFAIs could be designed to automatically detect and adjust their auditory output based on contextual cues, and check in with users about what their preferences are when adjustments are made.

5.2 VFAIs’ potential for enabling continuity of care in older adults’ homes

According to Haggerty et al. [40] continuity is “the degree to which a series of discrete healthcare events is experienced as coherent and connected and consistent with the patient’s medical needs and personal context.” They describe how continuity of care is distinguished from other attributes of care by two core elements—care over time and the focus on individual patients [40]. Literature in medicine and public health has shown that continuity of care has been associated with improved patient outcomes and satisfaction [37, 39, 58, 82]. VFAIs have potential to enable the three types of continuity of care: management, relational, and informational [40].

5.2.1 VFAIs could help provide management continuity, the idea that a patient experiences a consistent and coherent approach to the management of a health condition that is responsive to their changing needs. Management continuity is especially important in chronic or complex clinical diseases that require management from several providers to give a sense of predictability and security in future care [39, 40]. Even thought the design probe for health data reporting is intended to be used by people who may be more vulnerable (e.g., those that cannot complete web-based geriatric assessments independently [27, 28]), relying on such participants is fraught at this early stage of exploration and development. In spite of being relatively healthy, our participants were able to successfully use the design probe for health data reporting and saw the value in the idea, suggesting that VFAIs could be leveraged to establish the patient-centered scaffolding and guardrails needed for care plan management. As exemplified by the health data reporting design probe interactions and Gilda’s use of a reminder, VFAIs could ensure that a health assessment is delivered every day, at the right time, and if not completed, it can continue reminding the patient to complete it. The same applies to tasks such as taking medication or engaging
in exercise or rehabilitative activities. Gilda dutifully completed her “homework” to use the design probe for health data reporting outside our interview times thanks to Alexa’s reminder, and she loved being reminded to drink water every day (see her description in Section 3.1). Because interactions are easily tracked, relevant information could be made available to appropriate care providers—for example, a PDF mimicking the patient-reported outcomes PDFs that are currently used by care providers is automatically generated by the next version of the design probe for health data reporting [27]—enabling them to understand patient compliance. If a patient’s needs change, such as when Travis’s foot blister got worse, the care plan could be adjusted by the relevant provider and sent directly to the patient’s VFAI, and the changes immediately reflected in the patient’s file. Using the VFAI as a way to centralize home health care plans from multiple providers could help ensure that interdependent information and treatments are consistent and coherent.

5.2.2 **VFAIs could also provide relational continuity**, or the idea that an ongoing therapeutic relationship, that is built on interpersonal trust, persists between a patient and one or more providers [39, 40]. Recent literature has uncovered that many older adults develop relationships with their VFAIs, seeing them as friends or companions [23, 51, 66]. We saw this as well through our design probe for positive reminiscing; Theresa wanted the questions to be rephrased in a friendlier manner, and Betty wanted to be able to vent to the VFAI and share her opinions about the news. We also saw this in the emotional connection Maria formed with Alexa (see her description in Section 3.1). Studies have found that having continuity [58] and a positive relationship with doctors [49] increases medication compliance. Similarly, having relational continuity and a positive relationship with a VFAI, as our participants reported and desired, may increase compliance with health-related tasks, such as filling out assessments or completing physical activity routines. Regardless of the source (e.g., a primary care physician, physical therapist, or psychologist), at-home tasks can be consistently delivered using the VFAIs’ familiar voice and visual language, creating a sense of relational continuity. Moreover, unlike a human who may be pressed for time, VFAIs have “psychological superpowers” [89] that allow them to be always available for their users, to never grow impatient, and to be perceived as non-judgmental. VFAIs could be designed to allow plenty of time between conversation turns, and repeat or rephrase utterances as many times as needed without getting annoyed, strengthening the sense of trust in the VFAI serving as an interim proxy for human healthcare providers.

5.2.3 **Finally, VFAIs could provide informational continuity**, or the idea that a patient’s current care providers are aware of their prior history and present circumstances, including tacit knowledge of patient preferences, values, and context [39, 40]. These interfaces could collect and use robust information about a person’s preferences, such as what kinds of activities they enjoy and their individual context, as reported in Section 4.1. For example, VFAIs could know a person’s pre-existing conditions, such as Travis’s status as a person with diabetes or Maria’s struggles with depression, and tailor interactions accordingly. Moreover, they could be used to capture ecological momentary assessments (EMAs), which are approaches for assessing behavioral and cognitive processes in their natural settings [79]. EMAs could help evaluate and improve the treatment of health problems that may benefit from repeated measures as they fluctuate over time, such as pain. VFAIs could also be effectively used for making daily plans based on higher-level goals [26] to support health and wellbeing, as we see from our participants establishing exercise routines or healthy habits like drinking water. VFAIs could use this information to learn their users’ preferences, and conform to them.

### 5.3 Limitations

Our study has several limitations. For example, our design probes were not entirely functional, so our participants did not experience important aspects of the ideas, such as doctor commenting on their results. This said, our findings provide the groundwork to test VFAIs for older adults in more realistic scenarios. Our study is also a design exploration conducted in an urban setting in the U.S. in which we chose to engage deeply with only five participants. Our findings complement other studies in other locations with more participants, but the fixed location and small sample size is a limitation of our highly-personalized method. Future work could respond to the implications for design we laid out, and focus on the usability aspects with more participants to generate statistically informed results. Our participants had a technical-support contact person available to answer any questions they had and resolve any problems that came up, which is an unrealistic situation for many older adults. In reality, seeking support for these devices requires some technological familiarity and may take a long time. An important area to explore in future work is how VFAIs that are shared by a community could be used to support individual members’ health and wellbeing needs [48], possibly reducing the need for some types of technical support. Another limitation is that all of our participants were relatively healthy. Understanding healthy older adults’ interactions and struggles is necessary first step to promote adoption and prevent systematic exclusion. An exciting area of future research would be to conduct a similar study with people who have varying levels of health, ideally with appropriate medical partners. Finally, using VFAIs in the ways described in this paper may pose privacy risks that need to be thoughtfully, carefully, and systematically considered.

### 6 Conclusion

We contribute an in-depth exploration of VFAIs to support aging in place, and implications for design and areas for future work for VFAIs tailored to older adults. We share the stories of five older adults who became Echo Show users over the duration of our study, and engaged in various aspects of the design process with us to imagine potential futures for these devices to serve older adults. Our design probes opened up possibilities for speculation that were difficult to imagine without them. Participating in our study and engaging with our design probes empowered participants to contribute ideas for new interface designs or improvements. We discuss design strategies for personalizing interactions to users’ needs in real-time. Our work extends the existing literature surrounding the design of VFAIs to support aging in place, and calls for more research entailing their use for enabling continuity of care in older adults’ homes.
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