Modeling spatially correlated spectral accelerations at multiple periods using principal component analysis and geostatistics
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Summary
Regional seismic risk assessments and quantification of portfolio losses often require simulation of spatially distributed ground motions at multiple intensity measures. For a given earthquake, distributed ground motions are characterized by spatial correlation and correlation between different intensity measures, known as cross-correlation. This study proposes a new spatial cross-correlation model for within-event spectral acceleration residuals that uses a combination of principal component analysis (PCA) and geostatistics. Records from 45 earthquakes are used to investigate earthquake-to-earthquake trends in application of PCA to spectral acceleration residuals. Based on the findings, PCA is used to determine coefficients that linearly transform cross-correlated residuals to independent principal components. Nested semivariogram models are then fit to empirical semivariograms to quantify the spatial correlation of principal components. The resultant PCA spatial cross-correlation model is shown to be accurate and computationally efficient. A step-by-step procedure and an example are presented to illustrate the use of the predictive model for rapid simulation of spatially cross-correlated spectral accelerations at multiple periods.
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1 | INTRODUCTION

Assessment of earthquake risk at a community level requires proper quantification of spatially distributed ground motions. Empirical ground motion models consider only the marginal probability distribution of ground motion intensity for an earthquake scenario. However, for a risk analysis at a regional level or for a portfolio of assets, one needs to estimate ground motion intensities over the entire area of interest.

In general, ground motion models quantify ground motion at a particular site by predicting the median intensity measure (IM) and adding within- and between-event residuals (see Equation 1 below). Within-event residuals quantify IM variability from location-to-location for one earthquake event, whereas between-event residuals quantify variability from earthquake-to-earthquake that is seen at all locations for a given event. The within-event residuals exhibit spatial correlation and correlation between IMs (ie, cross-correlation), and the between-event residuals exhibit cross-correlation. A number of studies have proposed models for quantifying the spatial correlation for a single IM. However, when...
considering a regional risk assessment or an assessment of a portfolio comprised of heterogeneous structures, there is a need to use multiple IMs to best quantify earthquake consequences.

A previous study of the effect of spatial cross-correlation on portfolio losses showed that the effect of cross-correlation can be significant, with greater impact on analysis of the extreme losses. In addition, several risk estimation frameworks use multiple IMs to quantify losses: the FEMA P-58 methodology uses spectral acceleration at the fundamental period of the building to predict building response; the Global Earthquake Model has a catalog of fragility curves, comprised of a variety of structural building typologies that use spectral acceleration at differing periods as input; and the HAZUS methodology uses peak ground acceleration for buildings and spectral acceleration at period $T = 1.0$ second for bridges to estimate potential damages. Therefore, to conduct a comprehensive regional risk analysis, it is necessary to consider both the spatial dependencies of individual IMs and the spatial dependencies across multiple IMs.

Two approaches have been previously proposed for modeling correlation between multiple sites at different periods: a Markov-type screening hypothesis and a linear model of coregionalization (LMC). To obtain reliable regional damage or loss estimates, these models need to produce a large number of IM realizations at a large number of locations. Therefore, for regional analyses, these models can be computationally expensive.

This paper proposes a novel methodology for rapid and accurate modeling of spatial cross-correlation of spectral accelerations using principal component analysis (PCA). PCA has two key characteristics. First, it allows one to work in an uncorrelated space by applying an orthogonal transformation to a set of correlated variables. Second, it allows for dimensionality reduction when simulating data that exhibits high correlation among its variables. For these reasons, PCA is a powerful tool for simulating spectral accelerations at different periods, since they exhibit significant correlation across periods. The research described in this paper applies PCA to a large set of recorded ground motions. Based on the results, an accurate and efficient framework for modeling spatially cross-correlated ground motions at multiple sites is proposed.

2 | MODELING SPATIAL VARIABILITY OF CROSS-CORRELATED VARIABLES

This section describes the procedure for calculating ground motion IM residuals, the methodology for characterizing spatial variability of both univariate and multivariate random functions and different techniques to model the random functions.

2.1 | Ground motion residuals

Current ground motion models assess the marginal probability distribution of earthquake IMs at a single site, given an earthquake scenario and site conditions. Equation 1 shows a typical ground motion model format at site $j$ due to an event $k$:

$$\ln IM_{k,j} = \mu_{\ln IM} + \delta B_k + \delta W_{k,j},$$

where $\ln IM_{k,j}$ is the logarithm of IM of interest, $\mu_{\ln IM}$ is the predicted mean of the log IM, $\delta B_k$ is the between-event (inter-event) residual for earthquake $k$ with a mean of 0 and standard deviation denoted by $\tau$, and $\delta W_{k,j}$ is the within-event (intra-event) residual for site $j$ and earthquake $k$ with a mean of 0 and standard deviation denoted by $\varphi$.

In addition to exhibiting spatial cross-correlation, ground motion residuals have several important characteristics. Empirical studies have shown that (1) marginal between- and within-event residuals of spectral accelerations can be represented by a normal distribution, (2) a set of between- and within-event residuals at different periods at one site can be represented as a multivariate normal distribution, and (3) the within-event residuals at different sites can be represented by a bivariate normal distribution. Extending these conclusions, we assume that the within-event residuals of the spectral accelerations across different periods at multiple sites can be approximated by a multivariate normal distribution. In this case, only the covariance matrix is needed to construct the multivariate distribution, since the mean of the within-event residuals is 0.

2.2 | Calculation of within-event residuals

This study used the NGA-West2 empirical ground motion database to select appropriate records. The events were filtered using several criteria. Firstly, only ground motions matching the Chiou and Youngs selection criteria were chosen, as this
ground motion model was used for the calculation of the residuals. Further, only records having usable residuals for all 19 chosen spectral periods ranging from 0.01 to 5 seconds were considered. Lastly, only earthquakes with more records than the number of periods, were chosen (to be able to perform PCA for each of the earthquake events). In total, the analysis was performed on 45 earthquakes having 4910 associated records. The number of records per earthquake ranged from 19 to 602. The magnitudes ranged from $3.68 \leq M \leq 7.90$, where 61% of the records came from events of $M \geq 6.0$.

Within-event residuals were calculated using Chiou and Youngs’ ground motion model, as per Equation 2, where $im_{k,j}$ is the recorded IM from earthquake $k$ at site $j$, $\delta b_k$ is the observed between-event residual of earthquake $k$, and $\delta w_{k,j}$ is the resultant within-event residual. The resultant residuals were further normalized by $\sigma_k$, the sample standard deviation of the within-event residuals for earthquake $k$.

$$ z(x) = \frac{\delta w_{k,j}}{\sigma_k} = \frac{\ln(im_{k,j}) - \mu_{im} - \delta b_k}{\sigma_k} $$

This normalization was performed because the focus of this study is the investigation of spatial cross-correlation of within-event residuals and not the magnitude of variability. For convenience, the normalized residuals for earthquake $k$ and site $j$ will be denoted as $z(x)$, where $x$ is a vector denoting the site’s location.

### 2.3 Spatial variability of univariate joint distribution

In geostatistics, random variables that are distributed over space and exhibit spatial continuity are represented by a random function, $Z(x)$, where $x$ is the spatial position of the variable. In the case of ground motions, the normalized residuals $z(x)$ for spectral acceleration at a specific natural period of vibration $T$ can be considered samples from a random function $Z(x)$. For a given earthquake, the covariance of a random function $Z(x)$ at 2 different locations $x$ and $x'$ is given by Equation 3:

$$ \text{Cov}(Z(x), Z(x')) = E \left[ (Z(x) - E[Z(x)]) (Z(x') - E[Z(x')]) \right], $$

where Cov() denotes covariance and E[] denotes expectation. Due to the typical lack of repeated observations of $Z$ at a given location (ie, the lack of multiple ground motions at a given site), the calculation of $E[Z(x)]$ at different points $x$ in space cannot be done, and therefore, it is common to assume second-order stationarity. Second-order stationarity assumes that the first 2 moments of the joint probability distribution are preserved under spatial translation. Under this assumption the mean $E[Z(x)]$ and the variance Var $[Z(x)]$ have constant values $\mu_Z$ and $\sigma_Z^2$, respectively, in all the domain, and the covariance will not depend on specific locations $x$ and $x'$ but only on the relative separation distance $h = x - x'$. In the case of ground motions, $h$ is a 2-dimensional vector, since the residuals are observed on a 2-dimensional surface. Past investigations have shown that the covariance between residuals is not dependent on a particular direction, and therefore, the covariance function can be assumed to be isotropic.

Consequently, in this study, the covariances are considered independent of the direction, where calculations are based on the magnitude of the separation distance, denoted $h$.

Using the assumption of stationarity and isotropy, Equation 3 can be rewritten as

$$ \text{Cov}(Z(x), Z(x')) = C(h) = E \left[ (Z(x) - \mu_Z)(Z(x+h) - \mu_Z) \right]. $$

In geostatistics field, the semivariogram function is used to describe spatial dependence. Semivariogram measures the spatial decorrelation or dissimilarity, and it is mathematically defined as in Equation 5. The relationship between the semivariogram and the covariance functions in the case of stationarity is shown in Equation 6.

$$ \gamma(h) = \frac{1}{2} E \left[ (Z(x) - Z(x+h))^2 \right] $$

$$ C(h) = C(0) - \gamma(h) $$

The empirical semivariogram can be estimated for a given $h$ from observations using the following expression:

$$ \gamma(h) = \frac{1}{2N_h} \sum_{a=1}^{N_h} \left[ z(x_a + h) - z(x_a) \right]^2, $$

where $N_h$ is the number of observations separated by a distance $h$. A sample illustration of an empirical semivariogram and a fitted model is shown in Figure 1A. In practice, when the semivariogram is constructed, the set of observations for a given $h$ is chosen with a certain level of tolerance $\Delta$, where the separation distance falls in the interval $[h - \Delta, h + \Delta]$.
Another tool often used to quantify spatial variability is a correlogram, $\rho(h)$. The correlogram quantifies spatial correlation as a function of separation distance, $h$, and can be obtained by scaling $C(h)$ in the following manner:

$$\rho(h) = \frac{C(h)}{C(0)}.$$  

(8)

2.4 Spatial variability of a multivariate distribution

To model the distribution of several spectral accelerations at different points in space, a vector random function is needed. To obtain this, an extension of the semivariogram for multiple variables, called a cross-semivariogram, is used.

For spectral acceleration at 2 different periods, $T_1$ and $T_2$, the normalized within-event residuals $z_{T_1}(x)$ and $z_{T_2}(x)$ are represented by 2 random functions $Z_{T_1}(x)$ and $Z_{T_2}(x)$, respectively. The cross-semivariogram function is then defined as

$$\gamma_{T_1,T_2}(h) = \frac{1}{2} \mathbb{E} \left[ (Z_{T_1}(x) - Z_{T_1}(x + h))(Z_{T_2}(x) - Z_{T_2}(x + h)) \right].$$

(9)

The empirical cross-semivariogram can be calculated as

$$\gamma_{T_1,T_2}(h) = \frac{1}{2N_{12,h}} \sum_{a=1}^{N_{12,h}} \left[ (z_{T_1}(x_a) - z_{T_1}(x_a + h))(z_{T_2}(x_a) - z_{T_2}(x_a + h)) \right],$$

(10)

where $N_{12,h}$ is the number of observations of the spectral acceleration at 2 periods $T_1$ and $T_2$ separated by a distance $h$. A sample illustration of an empirical cross-semivariogram and a fitted model is shown in Figure 1B. The collection of cross-semivariograms for different pairs of variables defines the semivariogram matrix as

$$\Gamma(h) = \begin{bmatrix} \gamma_{T_1,T_1}(h) & \cdots & \gamma_{T_1,T_m}(h) \\ \vdots & \ddots & \vdots \\ \gamma_{T_m,T_1}(h) & \cdots & \gamma_{T_m,T_m}(h) \end{bmatrix}.$$  

(11)

The semivariogram matrix can be used to construct the covariance matrix; however, to ensure that the covariance matrix is positive definite the cross-semivariograms cannot be fit independently. Several fitting techniques can be used to arrive at simultaneously admissible models,23,24 some of which are briefly described in Section 2.6.

2.5 Univariate spatial variability models

To construct a positive-definite covariance matrix, the empirical semivariograms should be modeled using admissible semivariogram models, which represent different structures of spatial variability. Some admissible models include spherical, cubic, exponential, Gaussian, and nugget.25 Previous studies have shown that ground motion spatial variability is well represented by an exponential semivariogram model with a general formulation7,8,10:
where the sill \( S \) represents the semivariance limit or the overall variance, \( S = \text{Var}[Z(x)] = \sigma_Z^2 \), of the variable. In the case of the exponential semivariogram, this limit is reached asymptotically. For an exponential model, the practical range \( R \) is the separation distance at which 95\% of the sill value is reached.

A second useful semivariogram model is the nugget model (analogous to white noise), which represents discontinuity at short distances and introduces initial variability. The nugget model has the following formulation:

\[
\gamma(h) = \begin{cases} 
0 & \text{if } h = 0, \\
S & \text{if } h > 0.
\end{cases}
\] (13)

To represent spatial variability in which multiple structures are present, a linear combination of different semivariogram models can be used.\(^{19}\) These types of models are referred to as nested semivariogram models.

\subsection{Previously proposed multivariate spatial variability models}

This section describes two existing methods that model cross-correlation among spatially distributed spectral accelerations. The PCA methodology for modeling multivariate spatial variability used in this study is described in Section 3.

\subsubsection{Markov-type screening hypothesis model}

One way to model spatially cross-correlated spectral accelerations at different periods is by using a Markov-type screening hypothesis, where colocated data \( Z_1(x) \) at location \( x \) is assumed to screen the influence of other data points \( Z_1(x+h) \) on random secondary variable \( Z_2(x) \)\(^{24}\):

\[
E[Z_2(x)|Z_1(x); Z_1(x+h)] = E[Z_2(x)|Z_1(x)].
\] (14)

This hypothesis was used in a model proposed by Goda and Hong to model the correlation in spectral accelerations at different periods, denoted by \( \rho_\epsilon \), at a distance \( h \).\(^7\) This model has the following formulation:

\[
\rho_\epsilon(h, T_{n1}, T_{n2}) \approx \rho_0(T_{n1}, T_{n2})\rho_\epsilon(h, T_{max}, T_{max})
\] (15)

where \( T_{max} \) is the larger of \( T_{n1} \) and \( T_{n2} \), \( \rho_0 \) represents the correlation coefficient between the spectral accelerations at a given location, and \( \rho_\epsilon(h, T_{max}, T_{max}) \) is a univariate correlogram for spectral acceleration at \( T_{max} \) evaluated at a distance \( h \).

While this model ensures that the resulting covariance matrix is positive definite as long as \( \rho_0 \) and \( \rho_\epsilon \) are admissible, it does not consider the cross-correlation of variables that are not colocated. It has been shown that while this hypothesis is a good approximation for periods that are close to one another, it becomes less accurate when the periods differ substantially.\(^{16}\)

\subsubsection{Linear model of coregionalization}

The LMC\(^{19,23}\) assumes that the cross-correlated variables are linear combinations of the same underlying structures, so the semivariogram matrix can be formulated as\(^{16}\)

\[
\Gamma(h) = \sum_{l=1}^{L} B^l g^l(h), \tag{16}
\]

where the sum is over \( L \) cross-semivariograms, \( B^l \) are the positive definite coregionalization matrices, and \( g^l(h) \) are admissible semivariogram functions. Loth and Baker\(^{16}\) used LMC to propose a model for simulating spectral accelerations at 6 periods: 0.01, 0.1, 0.2, 1, 2, and 5 seconds.

Using the LMC methodology to characterize spatially cross-correlated spectral accelerations at different periods presents some challenges and complexities, especially as one increases the number of periods to be simulated. One of these challenges is to obtain a version of Equation 16 that can accurately represent the large number of cross-semivariograms while keeping the \( B \) matrices positive definite. For \( m \) different periods, the set of parameters that define Equation 16 require the fitting of \( m(m+1)/2 \) cross-semivariograms.
The covariance matrix grows quickly with the addition of extra periods for spectral accelerations. If there are \( n \) locations and \( m \) periods to be simulated, the covariance matrix dimensions become \((nm) \times (nm)\), which can impose computational restrictions for a large number of \( n \) or \( m \). This is true for both Markov-type screening and LMC models.

# PROPOSED PRINCIPAL COMPONENT MODEL FOR GROUND MOTIONS

This section describes how PCA and semivariograms were used to develop a model for spatial variability of cross-correlated spectral accelerations.

## Principal component analysis

Principal component analysis performs a linear transformation of the variables of interest to an orthogonal basis, where the resulting projections onto the new basis are uncorrelated and are called principal components. The first principal component has the largest variance, the second principal component has the second largest variance constrained on orthogonality with the previous component, and so on. Principal component analysis yields as many principal components as there are original variables.

There are techniques that can quickly perform PCA and calculate the transformation matrix along with the principal components.26 Equations 17 or 18 define the linear transformation that allows one to pass from the original space (in our case, normalized spectral acceleration residuals at different periods) to a principal component space, where \( P \) is an orthogonal linear transformation matrix, \( Z \) is the matrix of original data where each row represents different observations of variables, and \( Y \) is a matrix of transformed variables where rows represent different uncorrelated principal components.

\[
PZ = Y
\]  

(17)

Analogously the principal components can be transformed back to the original space as follows:

\[
Z = P^{-1}Y.
\]  

(19)

Since \( P \) is an orthogonal matrix, the following equivalence holds:

\[
Z = PTY.
\]  

(20)

Equation 21 represents the elements of the principal component \( i \). Since principal components are uncorrelated, the spatial variability characterization of \( Y_i \) can be done independently of any other component \( Y_i' \). Only the spatial correlation among the elements of \( Y_i \) in Equation 21 should be considered.

\[
Y_i = \begin{bmatrix} y_i(x_1) & y_i(x_2) & \cdots & y_i(x_n) \end{bmatrix}
\]  

(21)

The fact that the principal components are uncorrelated eliminates the need for cross-semivariograms and allows one to calculate a semivariogram with Equation 7 for each of the components independently.

By changing the basis, PCA can provide us with the ability to reduce the dimensionality of the problem to a smaller number of independent dimensions. In the case of ground motions, it would mean that the desired number of spectral accelerations at different periods can be simulated with a smaller number of variables. To know how many components we need to simulate to represent most of the variability in the data set, the variance \( \text{Var}[Y_i] \) of each component can be calculated. The sum of the variances for all the components adds up to the total variance in the dataset, as shown in Equation 22. In practice, it is common to use enough components such that the variance adds up to anywhere from 70% to 95% of the total variance,27,28 as shown in Equation 23 where the 95% threshold was chosen.

\[
\text{Var}[\text{Total}] = \sum_{i=1}^{m} \text{Var}[Z_{Ti}(x)] = \sum_{i=1}^{m} \text{Var}[Y_i]
\]  

(22)

(continued)
3.2 Principal component coefficients

Principal component analysis was performed on each of the 45 considered earthquakes separately using the approach described in Section 3.1, to obtain principal component coefficient vectors. In addition, PCA was performed on the normalized residuals when the data from the 45 earthquakes was pooled together. Figure 2 shows the cumulative variance explained (\(\%\sigma^2_{\text{expl.cum}}\)) by each of the principal components for single earthquake events, as well as when the records are pooled and analyzed together. When the records are pooled, 5 components explain 95% of the variance. The percent of explained variance (\(\%\sigma^2_{\text{expl}}\)) and cumulative percent of explained variance for each of the principal components is summarized in Table 1. The evident reduction of observed variables to a smaller set of transformed variables that explain most of the variance suggests that different spectral accelerations are measuring the same underlying structures. This implies that spectral accelerations for considered periods can be modeled as a linear combination of a reduced number of variables.

Figure 3 shows the transformation coefficients corresponding to different periods for the 45 single earthquake events. Performing PCA on the 45 events reveals that for each of the principal components, the transformation coefficients follow a similar trend across the periods. This is especially evident in principal components 1 and 2, which capture most of the variables’ variance. In addition, the mean of the 45 coefficients for single earthquakes closely resembles the transformation coefficients obtained when all the records are pooled and analyzed together. To create a single model for spatial variability and to ensure that the components remain independent, the coefficients used in the model were obtained by pooling records from the 45 earthquakes.

Table 1 summarizes the transformation coefficients obtained for each of the principal components. In the case that a period not explicitly considered in the model is required, the coefficient can be linearly interpolated between periods for each of the principal components. This methodology was verified by adding an extra period, rerunning PCA and modeling semivariograms in both the principal component and the original spaces. The results of the interpolation and the analysis with an extra period were practically the same and did not have an effect of the modeling parameters.

3.3 Semivariogram models for principal components

The choice of the semivariogram models is dependent on the shape of empirical semivariograms and previous knowledge about the random function being modeled. Manual visual fits of the empirical semivariograms were performed, following common practice, since the precise fit of the points is less important than the behavior at short separation distances and consideration of what happens at large distances.21,29

The empirical semivariograms for each of the principal components were calculated using lag tolerance, \(\Delta = 2.5\) km. The semivariograms were constructed using all of the pooled data, where for each earthquake all combinations of
<table>
<thead>
<tr>
<th>Period, s</th>
<th>Y₁</th>
<th>Y₂</th>
<th>Y₃</th>
<th>Y₄</th>
<th>Y₅</th>
<th>Y₆</th>
<th>Y₇</th>
<th>Y₈</th>
<th>Y₉</th>
<th>Y₁₀</th>
<th>Y₁₁</th>
<th>Y₁₂</th>
<th>Y₁₃</th>
<th>Y₁₄</th>
<th>Y₁₅</th>
<th>Y₁₆</th>
<th>Y₁₇</th>
<th>Y₁₈</th>
<th>Y₁₉</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.27</td>
<td>-0.14</td>
<td>0.07</td>
<td>-0.11</td>
<td>-0.09</td>
<td>-0.11</td>
<td>-0.19</td>
<td>0.15</td>
<td>-0.16</td>
<td>-0.05</td>
<td>0.11</td>
<td>0.05</td>
<td>-0.08</td>
<td>0.00</td>
<td>0.23</td>
<td>-0.04</td>
<td>-0.30</td>
<td>-0.53</td>
<td>-0.58</td>
</tr>
<tr>
<td>0.02</td>
<td>0.27</td>
<td>-0.14</td>
<td>0.08</td>
<td>-0.12</td>
<td>-0.10</td>
<td>-0.12</td>
<td>-0.20</td>
<td>0.16</td>
<td>-0.16</td>
<td>-0.05</td>
<td>0.10</td>
<td>0.05</td>
<td>-0.08</td>
<td>0.01</td>
<td>0.22</td>
<td>-0.04</td>
<td>-0.26</td>
<td>-0.15</td>
<td>0.78</td>
</tr>
<tr>
<td>0.03</td>
<td>0.27</td>
<td>-0.15</td>
<td>0.10</td>
<td>-0.14</td>
<td>-0.13</td>
<td>-0.15</td>
<td>-0.22</td>
<td>0.15</td>
<td>-0.14</td>
<td>-0.05</td>
<td>0.09</td>
<td>0.04</td>
<td>-0.06</td>
<td>0.01</td>
<td>0.15</td>
<td>-0.02</td>
<td>-0.03</td>
<td>0.81</td>
<td>-0.23</td>
</tr>
<tr>
<td>0.05</td>
<td>0.25</td>
<td>-0.18</td>
<td>0.18</td>
<td>-0.22</td>
<td>-0.18</td>
<td>-0.18</td>
<td>-0.19</td>
<td>0.04</td>
<td>-0.05</td>
<td>-0.03</td>
<td>-0.03</td>
<td>-0.06</td>
<td>0.09</td>
<td>0.02</td>
<td>-0.30</td>
<td>0.06</td>
<td>0.75</td>
<td>-0.21</td>
<td>0.02</td>
</tr>
<tr>
<td>0.075</td>
<td>0.24</td>
<td>-0.22</td>
<td>0.24</td>
<td>-0.23</td>
<td>-0.13</td>
<td>-0.04</td>
<td>0.12</td>
<td>-0.27</td>
<td>0.24</td>
<td>0.10</td>
<td>-0.26</td>
<td>-0.12</td>
<td>0.20</td>
<td>0.01</td>
<td>-0.49</td>
<td>0.12</td>
<td>-0.48</td>
<td>0.04</td>
<td>-0.01</td>
</tr>
<tr>
<td>0.1</td>
<td>0.23</td>
<td>-0.23</td>
<td>0.23</td>
<td>-0.16</td>
<td>0.04</td>
<td>0.18</td>
<td>0.43</td>
<td>-0.32</td>
<td>0.26</td>
<td>0.14</td>
<td>-0.08</td>
<td>0.05</td>
<td>-0.15</td>
<td>-0.08</td>
<td>0.53</td>
<td>-0.18</td>
<td>0.21</td>
<td>-0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.15</td>
<td>0.24</td>
<td>-0.21</td>
<td>0.13</td>
<td>0.08</td>
<td>0.33</td>
<td>0.39</td>
<td>0.33</td>
<td>0.16</td>
<td>-0.18</td>
<td>-0.14</td>
<td>0.47</td>
<td>0.18</td>
<td>-0.11</td>
<td>0.09</td>
<td>-0.29</td>
<td>0.26</td>
<td>-0.00</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>0.2</td>
<td>0.25</td>
<td>-0.17</td>
<td>-0.01</td>
<td>0.28</td>
<td>0.40</td>
<td>0.22</td>
<td>-0.08</td>
<td>0.22</td>
<td>-0.17</td>
<td>-0.05</td>
<td>-0.38</td>
<td>-0.24</td>
<td>0.36</td>
<td>-0.09</td>
<td>-0.01</td>
<td>-0.44</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>-0.12</td>
<td>-0.15</td>
<td>0.37</td>
<td>0.25</td>
<td>-0.06</td>
<td>-0.28</td>
<td>-0.08</td>
<td>0.21</td>
<td>0.14</td>
<td>-0.28</td>
<td>-0.04</td>
<td>-0.20</td>
<td>0.02</td>
<td>0.16</td>
<td>0.63</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.3</td>
<td>0.25</td>
<td>-0.07</td>
<td>-0.24</td>
<td>0.36</td>
<td>0.04</td>
<td>-0.25</td>
<td>-0.14</td>
<td>-0.29</td>
<td>0.30</td>
<td>0.06</td>
<td>0.33</td>
<td>0.21</td>
<td>-0.19</td>
<td>0.03</td>
<td>-0.26</td>
<td>-0.48</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>0.4</td>
<td>0.25</td>
<td>0.01</td>
<td>-0.33</td>
<td>0.23</td>
<td>-0.26</td>
<td>-0.22</td>
<td>0.34</td>
<td>-0.12</td>
<td>-0.06</td>
<td>-0.22</td>
<td>0.21</td>
<td>-0.13</td>
<td>0.58</td>
<td>-0.06</td>
<td>0.20</td>
<td>0.21</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.5</td>
<td>0.25</td>
<td>0.08</td>
<td>-0.36</td>
<td>0.06</td>
<td>-0.34</td>
<td>0.02</td>
<td>0.39</td>
<td>0.18</td>
<td>-0.26</td>
<td>-0.01</td>
<td>-0.38</td>
<td>-0.08</td>
<td>-0.50</td>
<td>0.02</td>
<td>-0.18</td>
<td>-0.07</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>0.75</td>
<td>0.23</td>
<td>0.19</td>
<td>-0.34</td>
<td>-0.22</td>
<td>-0.17</td>
<td>0.42</td>
<td>-0.14</td>
<td>0.19</td>
<td>0.15</td>
<td>0.53</td>
<td>0.04</td>
<td>0.33</td>
<td>0.27</td>
<td>0.06</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1</td>
<td>0.21</td>
<td>0.26</td>
<td>-0.24</td>
<td>-0.33</td>
<td>0.08</td>
<td>0.33</td>
<td>-0.22</td>
<td>-0.12</td>
<td>0.27</td>
<td>-0.44</td>
<td>0.15</td>
<td>-0.48</td>
<td>-0.14</td>
<td>-0.04</td>
<td>0.01</td>
<td>-0.02</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.00</td>
</tr>
<tr>
<td>1.5</td>
<td>0.19</td>
<td>0.33</td>
<td>-0.09</td>
<td>-0.27</td>
<td>0.36</td>
<td>-0.15</td>
<td>-0.00</td>
<td>-0.33</td>
<td>-0.27</td>
<td>-0.28</td>
<td>-0.26</td>
<td>0.53</td>
<td>0.07</td>
<td>-0.08</td>
<td>-0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>0.00</td>
<td>-0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.18</td>
<td>0.36</td>
<td>0.06</td>
<td>-0.16</td>
<td>0.35</td>
<td>-0.34</td>
<td>0.16</td>
<td>-0.03</td>
<td>-0.21</td>
<td>0.51</td>
<td>0.21</td>
<td>-0.41</td>
<td>-0.04</td>
<td>0.17</td>
<td>-0.00</td>
<td>-0.01</td>
<td>-0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.17</td>
<td>0.36</td>
<td>0.26</td>
<td>0.07</td>
<td>0.06</td>
<td>-0.22</td>
<td>0.18</td>
<td>0.52</td>
<td>-0.10</td>
<td>-0.02</td>
<td>0.12</td>
<td>-0.00</td>
<td>-0.42</td>
<td>-0.04</td>
<td>0.02</td>
<td>-0.01</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>0.16</td>
<td>0.35</td>
<td>0.35</td>
<td>0.24</td>
<td>-0.16</td>
<td>0.09</td>
<td>-0.01</td>
<td>0.02</td>
<td>0.11</td>
<td>-0.18</td>
<td>-0.12</td>
<td>0.07</td>
<td>0.06</td>
<td>0.75</td>
<td>0.08</td>
<td>-0.05</td>
<td>0.01</td>
<td>-0.00</td>
<td>-0.00</td>
</tr>
<tr>
<td>5</td>
<td>0.15</td>
<td>0.33</td>
<td>0.37</td>
<td>0.33</td>
<td>-0.28</td>
<td>0.28</td>
<td>-0.18</td>
<td>-0.33</td>
<td>-0.31</td>
<td>0.13</td>
<td>0.08</td>
<td>-0.07</td>
<td>-0.05</td>
<td>-0.44</td>
<td>-0.04</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>%σ²expl</td>
<td>0.64</td>
<td>0.21</td>
<td>0.06</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>%σ²explcum</td>
<td>0.64</td>
<td>0.85</td>
<td>0.90</td>
<td>0.93</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>
FIGURE 3  Coefficients corresponding to different periods, $T$, for the first 4 principal components of normalized ground motion residuals, as per Equation 18

FIGURE 4  Empirical semivariograms and fitted semivariogram models for the first 5 principal components (PCs) (decreasing with each component)

Observation pairs were considered. In total, 616219 pairs of observations were used. The shape of the resulting empirical semivariograms (Figure 4) shows that only the first 4 components exhibit decaying spatial correlation, where the semivariance increases with separation distance $h$. The rest of the components have a more constant semivariance at all separation distances, which implies no spatial correlation, and therefore, the use of a nugget model is appropriate.

It was determined that the nested model of Equation 24 best represents the empirical semivariograms. This form captures three types of behavior: the nugget which models the initial discontinuity, short-range behavior, and long-range behavior.

$$
\gamma_i(h) = c_{0i} (1 - I_{h=0}) + c_{1i} \left( 1 - \exp \left( \frac{-3h}{a_{1i}} \right) \right) + c_{2i} \left( 1 - \exp \left( \frac{-3h}{a_{2i}} \right) \right)
$$

(24)
In Equation 24, \( I_{h=0} \) is the indicator function that evaluates to 1 if \( h = 0 \), and 0 if \( h \neq 0 \). Table 2 provides the coefficient values for Equation 24 for each principal component; the resulting semivariograms models are shown in Figure 4. While the first 4 components are fit using the full nested semivariogram model, components 5 to 19 are modeled as pure nugget, where the exponential sills \( c_1 \) and \( c_2 \) become 0, and range parameters \( a_1 \) and \( a_2 \) are irrelevant. It can be seen from Tables 1 and 2 that principal components 10 to 19 have negligible contribution to the variance (ie, <1%) and therefore do not have to be considered in the analysis and modeling of the variables.

### 3.4 Covariance models for principal components

It is of interest to find the expression for covariance as a function of separation distance \( h \) for each of the components, as it will be required for simulation of ground motion residuals. Recalling Equation 6, to obtain \( C(h) \), one must find \( C(0) \), which can be found by

\[
C(0) = \lim_{h \to \infty} \gamma(h) = c_0 + c_1 + c_2.
\] (25)

The resulting expression for covariance, \( C_i(h) \), at a separation distance \( h \) is the following:

\[
C_i(h) = c_{i0} I_{h=0} + c_{i1} \exp \left( -\frac{3h}{a_{i1}} \right) + c_{i2} \exp \left( -\frac{3h}{a_{i2}} \right),
\] (26)

where all coefficients are available from Table 2.

### 4 RESULTING SPATIAL VARIABILITY AND CROSS-CORRELATION OF THE MODEL

To obtain the resulting semivariogram models in the original space and to verify that the proposed model is accurate, one must use a combination of the PCA coefficients and principal component models. The following set of expressions originating from Equations 6 and 19 are used to derive semivariograms and cross-semivariograms for the original variables:

\[
\gamma_{Y_1,Y_2}(h) = C(0) - C(h) = \text{Cov} \left( \sum_{i=1}^{m} p_{i,Y_1} Y_i(u), \sum_{j=1}^{m} p_{j,Y_2} Y_j(u) \right) - \text{Cov} \left( \sum_{i=1}^{m} p_{i,Y_1} Y_i(u), \sum_{j=1}^{m} p_{j,Y_2} Y_j(u + h) \right). \] (27)
Expanding the terms in Equation 27, and noting that the covariances between different principal components are 0, the resulting expression becomes

\[ \gamma_{T_1, T_2}(h) = \sum_{i=1}^{m} p_{i, T_1} p_{i, T_2} \text{Cov}(Y_i(u), Y_i(u)) - \sum_{i=1}^{m} p_{i, T_1} p_{i, T_2} \text{Cov}(Y_i(u), Y_i(u+h)) \]

\[ = \sum_{i=1}^{m} p_{i, T_1} p_{i, T_2} (C_i(0) - C_i(h)) \]

\[ = \sum_{i=1}^{m} p_{i, T_1} p_{i, T_2} \gamma_i(h). \]

Figure 5 provides comparisons of empirical and model semivariograms for periods \( T = 0.01 \), \( 0.1 \), \( 1 \), and \( 5 \) s. It can be seen that the original spatial variability characteristics are preserved for different periods when modeling in the PCA space. Figure 6 shows similar results for cross-semivariograms for differing pairs of periods, signifying that in addition to the spatial correlation, correlation between periods is preserved when using the PCA model.

### 4.1 Reduced number of principal components

It is of interest to investigate the minimum number of principal components needed to capture sufficient variance. Section 3.3 shows that while the first few principal components have a large contribution to variance, the later components are modeled as noise and contribute a relatively small amount to the total variance. Figure 7A shows an example of a resulting semivariogram for \( T = 0.1 \) s when considering only 1, 3, and 5 principal components in the model.

While 5 principal components provide sufficient variance for some periods not shown in the figure, for \( T = 0.1 \) s, it can be seen that some variance is not captured. One way to mitigate this is to scale the model semivariograms provided in Equation 24 by the cumulative percent of explained variance, \( \% \sigma^2_{\text{expl.cum}} \) (Table 1).
Figure 6 shows the comparison of empirical (solid lines) and model (dashed lines) cross-semivariograms in original space with $T_2$ periods for (A), $T_1 = 0.01$ s and (B), $T_1 = 0.1$ s.

Figure 7 compares the full 19 principal component (PC) model with contribution from (A), differing numbers of unscaled components and (B), unscaled and scaled 5 component models for $T = 0.1$ s.

The results for the scaled 5 principal component model for $T = 0.1$ s are shown in Figure 7B, and it can be seen that scaling is an effective method to correct for the missing variance. While in some cases, scaling slightly overestimates cross-semivariances, on average, the method works well across all periods.

In an effort to reduce the computational time by not simulating all 19 principal components, it is recommended that the scaled model with 5 principal components be used. The resulting covariance expression for the scaled model for a given principal component is the following:

$$C_i(h) = c_{i0}I_{h=0} + c_{i1} \exp\left(-\frac{3h}{a_1}\right) + c_{i2} \exp\left(-\frac{3h}{a_2}\right) \%\sigma_i^2,$$

where $\%\sigma_i^2$ should be corresponding to the number of principal components chosen.

5 | COMPARISON WITH PREVIOUS RESEARCH

5.1 | Spatial variability

The proposed spatial variability model provides an alternative to the existing models discussed in Section 2.6. The LMC model\(^{16}\) is based on 8 larger earthquakes ($M > 6.0$) whose records were taken from the PEER Center's NGA database.\(^{30}\) The records used in the LMC model constitute 42% of the records used in this study. Figure 8 shows the correlograms and cross-correlograms, calculated using Equation 8, for both models and empirical data. It can be seen that for a given period, the correlations decay faster in the LMC model than they do in the PCA model.
5.2 Computation time

The PCA model saves substantial computational time when simulating spectral accelerations for multiple periods, because each of the principal components can be simulated independently, thereby reducing the covariance matrix size involved in the simulation of correlated Gaussian random variables.

Equation 30 represents a direct way to simulate multivariate normal random variables with a distribution $\mathcal{N}(\mu, \Sigma)$, where $x$ is a $q$-vector of correlated variables, $b$ is a $q$-vector of standard normal deviates, and $T$ is a $q \times q$ matrix such that $T^T T = \Sigma$.31

$$x = T^T b + \mu$$

The matrix $T$ is often obtained by Cholesky factorization, which is the most computationally expensive step in the simulation and therefore is the bottleneck in the simulation process. The algorithm's time complexity is $O(q^3)$, which makes factorization of large matrices expensive. For $n$ locations, the LMC and Markov-type screening hypothesis models for ground motion simulation at $m$ periods require the factorization of a $(mn) \times (mn)$ covariance matrix, while the 5 principal component PCA model requires 5 independent factorizations of an $n \times n$ matrix. The theoretical cost of Cholesky factorization, which requires $\frac{1}{3} n^3$ floating-point operations (FLOPS)32 for PCA model and $\frac{1}{6}(mn)^3$ FLOPS for LMC (or Markov-type screening hypothesis) model, is shown in Figure 9B. The computation time for one simulation using both models for various numbers of locations and periods is also presented in Figure 9A, where more than 90% of computation time for generating correlated random variables is taken up by the Cholesky decomposition of the covariance matrix.

Both theoretical and actual computation costs show that PCA is a more efficient method for simulating spectral accelerations for 2 or more periods. This becomes increasingly significant when considering large number of locations at multiple periods, where for 6 periods at 5000 locations the PCA model is over 100 times faster than LMC.

In addition, since all of the operations in the PCA model are performed on smaller or equal size covariance matrices as compared to LMC, substantial memory savings can be achieved.
6 IMPLEMENTATION OF THE PREDICTIVE MODEL

The proposed PCA model can be used for simulating ground motion residuals at periods ranging from 0.01 to 5 s. The following is a step-by-step procedure for simulating spatially cross-correlated spectral accelerations. The procedure recommends the use of 5 principal components for simulation, as was shown in Section 4.1; however, the user could include additional components to represent the variance more accurately.

6.1 Simulation procedure

1. Select \( n \) locations and \( m \) periods to be simulated.
2. Construct \( 5 \times n \times n \) covariance matrices \( \Sigma_i(H) \), for each of the principal components \( i \) using Equation 29 with coefficients provided in Table 2 and \( \%\sigma_{expl.cum}^2 = 0.95 \) (or taken from Table 1 if a different number of components is chosen). \( H \) is an \( n \times n \) matrix of separation distances between the considered locations.
3. Simulate spatially correlated variables for each of the components as multivariate normal random variables, \( \sim \mathcal{N}(0, \Sigma_i(H)) \).
4. Take a linear combination of the simulated principal components from step 3 and coefficients from Table 1, as per Equation 20, to compute the normalized within-event residuals for each period and location of interest.
5. Multiply the simulated normalized within-event residuals by the standard deviation \( \varphi \) specified in the ground motion model of choice and add predicted median spectral acceleration and between-event residuals as per Equation 1.

The resulting spectral acceleration values for any chosen periods will be correlated both spatially and across periods.

6.2 Example

A simple example for the simulation of normalized within-event spectral acceleration residuals at 2 periods and 3 locations is presented below. This example considers the use of the first 5 principal components for simulation:

1. Consider 3 locations, located at the coordinates expressed in kilometers: \( x_1(0, 0) \), \( x_2(7, 12) \), and \( x_3(60, 30) \), and simulation of spectral accelerations for periods \( T_1 = 0.3 \) s and \( T_2 = 1 \) s.
2. The relative distance between the 3 locations is expressed as the distance matrix, \( H \):

\[
H = \begin{bmatrix}
0 & 13.89 & 67.08 \\
13.89 & 0 & 55.97 \\
67.08 & 55.97 & 0
\end{bmatrix}
\] (31)

The covariance matrices are constructed for each of the principal components using Equation 29 and the corresponding coefficients from Tables 1 and 2. For instance, the covariance between \( x_1 \) and \( x_2 \) for principal component 1 is...
Similarly, the covariances are calculated for each of the relative distances for the first 5 principal components and are summarized as $C_i(H)$ below:

$$
C_i(H) = \begin{bmatrix}
14.53 & 6.34 & 3.19 \\
6.34 & 14.53 & 3.65 \\
3.19 & 3.65 & 14.53
\end{bmatrix}
C_2(H) = \begin{bmatrix}
4.74 & 2.13 & 0.78 \\
2.13 & 4.74 & 0.96 \\
0.78 & 0.96 & 4.74
\end{bmatrix}
C_3(H) = \begin{bmatrix}
1.26 & 0.54 & 0.19 \\
0.54 & 1.26 & 0.23 \\
0.19 & 0.23 & 1.26
\end{bmatrix}
C_4(H) = \begin{bmatrix}
0.63 & 0.17 & 0.04 \\
0.17 & 0.63 & 0.06 \\
0.04 & 0.06 & 0.63
\end{bmatrix}
C_5(H) = \begin{bmatrix}
0.33 & 0.00 & 0.00 \\
0.00 & 0.33 & 0.00 \\
0.00 & 0.00 & 0.33
\end{bmatrix}
$$

3. Random normally distributed correlated variables are generated using the covariance matrices in Equation 33 for each of the principal components such that $Y_i \sim \mathcal{N}(0, C_i(H))$. Examples are

$$
Y^T = \begin{bmatrix}
-0.47 & -0.43 & -1.27 & -0.66 & -0.65 \\
-8.92 & -0.57 & -0.34 & 0.23 & 0.03 \\
-0.76 & -0.78 & -0.83 & 0.07 & -0.71
\end{bmatrix}
$$

4. The coefficients for the desired periods for the first 5 principal components are chosen from Table 1.

$$
P^T = \begin{bmatrix}
0.25 & 0.07 & -0.24 & 0.36 & 0.04 \\
0.21 & 0.26 & -0.24 & -0.33 & -0.08
\end{bmatrix}
$$

To obtain the final normalized residuals for the 2 periods, a linear combination of coefficients and simulated principal components is taken, as per Equation 20:

$$
Z = P^T Y = \begin{bmatrix}
z_{T1}(x_1) & z_{T1}(x_2) & z_{T1}(x_3) \\
z_{T2}(x_1) & z_{T2}(x_2) & z_{T2}(x_3)
\end{bmatrix} = \begin{bmatrix}
x_1 & x_2 & x_3
\end{bmatrix} = \begin{bmatrix}
-0.05 & -2.07 & 0.06 \\
0.26 & -2.02 & -0.24
\end{bmatrix}
$$

Code illustrating this type of calculation is also provided as an electronic supplement.

## 7 SUMMARY AND CONCLUSIONS

This paper proposes a novel framework for co-simulating spatially correlated spectral accelerations at different periods using a combination of PCA and geostatistical analysis. Data from 45 earthquakes in the NGA-West2 database were used to assess the accuracy and applicability of PCA and to subsequently calibrate a spatial variability model in the principal component space. This model was then compared to other existing models to assess computational efficiency.

Previous approaches to characterizing spatial variability of correlated spectral accelerations involve simultaneously fitting a number of cross-semivariogram models and ensuring that the resulting covariance matrix is positive definite, which is a challenging task. The proposed PCA model enables simulation of uncorrelated principal components, thereby eliminating the need to build cross-semivariogram models. In addition, it was shown that only 5 principal components need to be simulated to capture 95% of variability, further reducing the number of required semivariogram models.

A key result was that the coefficients for principal components exhibit a consistent earthquake-to-earthquake trend. The same trend is also seen when all records are analyzed together. This finding allowed for the development of a model generally applicable to spatial variability of spectral accelerations from shallow crustal earthquakes.

Principal component analysis proved to be an accurate and efficient method for co-simulating spectral accelerations at different periods, which is an important factor when conducting regional analyses. Since simulation of uncorrelated variables requires multiple small covariance matrices, as opposed to one large covariance matrix for cross-correlated variables, it allows for substantial computational savings when co-simulating multiple periods. Comparison of time complexity for
the PCA model and alternative methods shows that PCA is a more efficient method for simulating ground motions for multiple periods at multiple locations.

The implementation of the model is invariant to the number of periods that the user is interested in simulating, since the resulting ground motions for any set of periods will be a linear combination of coefficients in Table 1 and a fixed number of simulated principal components. It is recommended that at least 5 principal components be used in simulation to sufficiently capture the variability. The spatially correlated principal components are simulated using covariance matrices that can be built using Equation 29, which is only dependent on the separation distance between locations of interest. The computational efficiency gained by using this method makes it desirable for modeling regional correlated ground motions at multiple periods.

Finally, the proposed model was shown to be accurate by comparing the resultant semivariogram and cross-semivariogram models with the empirical ones. Although the model was built in the principal component basis, it is closely representative of the empirical spatial variability in the original space.

8 | ELECTRONIC SUPPLEMENT

The empirical model coefficients presented in Tables 1 and 2 are provided as comma-separated value files in Supporting Information. In addition, the MATLAB code for implementation of the predictive model for simulating normalized within-event spectral acceleration residuals at multiple sites and periods is available at https://github.com/bakerjw/Spatial_PCA.
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