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Liquid injectors under certain conditions may experience cavitation, resulting in two-phase
flowwhich complicates their design and analysis as traditionalmass flow ratemodels are invalid.
We evaluated a wide range of analytical models from the literature and concluded that they
fall short of a definitive prediction of two-phase mass flow rate.

We addressed this problem by proposing a model capable of predicting mass flow rate
and critical pressure with an average error of 3.9%. CFD simulation results using different
numerical approaches are presented. An Euler-Euler-VOF hybrid solver predicts mass flow
rate with an average error of 3.6%. A design methodology incorporating the analytical and
CFD models is presented and used to design a two-phase axial injector for a N2O-Paraffin
hybrid rocket engine.

I. Nomenclature

D = Injector diameter
G = Mass flux
h = Specific enthalpy
L = Injector length
Ûm = Mass flow rate
P = Pressure
T = Temperature
t = Time
U = Velocity
α = Liquid volume fraction
η = Pressure ratio with respect to inlet pressure
ν = Specific volume
ρ = Density
χ = Vapor mass quality
ω = Omega parameter
( )cc = Combustion chamber
( )ox = Oxidizer tank
( )i = Injector inlet
( )o = Injector outlet
( )crit = Critical choking point
( )low = Low supercharged state
( )high = High supercharged state
( )super = Supercharged state
( )sat = Saturated state
( )k = Liquid, gas phase index
( )l = Liquid conditions
( )g = Gas conditions
( )lg = Difference between liquid and gas phase properties
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II. Introduction
Reliable hybrid rocket performance is dependent on many factors. Injector design is critical in both the performance

and stability of the engine. A well designed injector can lead to a decrease of combustion instabilities and can lead to
improved combustion efficiency [1, 2].

Nitrous Oxide (N2O) is a common oxidizer used in hybrid rockets which is favorable due to its high saturation
pressure at room temperature and low handling and storage requirements. However, designing an injector for a fluid at
its saturation pressure presents complications. When a fluid accelerates through a constrained volume its pressure drops
due to the accelerating flow. If the pressure drops below its saturation pressure for the given temperature, the fluid will
experience a phase change process termed cavitation.

The University of Toronto Aerospace Team (UTAT) is currently developing Defiance, a N2O-Paraffin hybrid rocket
designed to break the Canadian amateur rocketry altitude record. The engine, Quasar, has a design thrust of 6700 N
and will power the rocket to an altitude over 18 km. The N2O oxidizer is operating at saturation conditions. Thus the
saturation pressure of the N2O alone is used to pressurize the oxidizer, eliminating the need for a heavy pressurizing
system and leading to significant mass reductions.

The present study aims to provide a design methodology for cavitating N2O injector elements for use in a hybrid
rocket engine. The paper is divided into the following sections: The origins and applications of cavitation are discussed.
An overview of analytical models is provided and a selected set are implemented. The internal flow structure is studied
through a range of CFD methodologies. Lastly, a simplified process is conceived to optimize the design of axial N2O
injectors for use in hybrid rockets and the process is applied to UTAT’s N2O-Paraffin Quasar engine.

III. Background

A. Cavitation and Choking in Hybrid Rockets
A saturated fluid, at its saturation pressure, forced through a constrained volume will experience a drop in pressure

and an increase in velocity. As the saturation pressure marks the liquid-gas transition point, the drop in pressure will
force the liquid to become a two-phase mixture. A supercharged fluid (also referred to as a subcooled fluid, a state in
which the pressure is higher than the fluid’s saturation pressure at the given temperature) can also enter the two-phase
region, given a sufficiently large pressure drop. This phenomenon often manifests itself in the form of bubble formation
within the flow and is termed cavitation. The fluid across the volume will continue to experience an increase in velocity
and mass flow rate as the pressure further drops until the fluid velocity reaches the local sonic velocity. At this point,
the flow is said to be choked, the mass flow rate stops increasing and is termed "critical mass flow rate". Downstream
pressure changes are unable to interfere with upstream conditions as pressure waves are unable to travel upstream due to
the sonic conditions.

The inception of cavitation depends on many factors such as the thermodynamic path of the pressure drop, the total
stress experienced by the fluid and the availability of nucleation sites [3]. In some cases cavitation might not occur
(even if the pressure drops below the saturation pressure) if the liquid enters the metastable phase [4].

In practice, cavitation may present a range of problems depending on the application. Following a cavitating region
the local pressure may increase leading to the collapse of cavitation bubbles resulting in instantaneous jets with pressure
shocks as high as 689.5 MPa. This can cause pitting in the surfaces involved leading to damaged equipment, excessive
noise and vibration [5].

Modeling the factors that influence choking and accounting for the two-phase transition path, is the subject of a
large body of research in the nuclear industry for high pressure water line breaks, automotive industry for diesel fuel
injectors in engines, gas industry for cracks in CO2 pipelines, cooling systems incorporating certain refrigerants, and in
safety pressure relief valves for fluid storage. In all these applications, the presence of fluids at saturated or supercharged
conditions coupled with a crack or small orifice causes cavitating, two-phase, critical choked flow. Thus, the modelling
of this flow is paramount to be able to control the fluids utilized.

Cavitating, choked flow in N2O injectors presents many great benefits for hybrid rocket engine performance. The
constant mass flow rate allows the engine thrust to remain at the nominal design point throughout the burn. Feed system
coupled instabilities, typical in hybrid rockets, can be reduced or eliminated due to the choked flow. In addition, the
collapse of cavitation bubbles inside an injector leads to increased levels of turbulence at the exit plane which serve to
enhance atomization [6] leading to increased stability and efficiency of the combustion process [2].
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Fig. 1 Possible thermodynamic decompression paths for supercharged N2O injection from an initial pressure
of 6.5 MPa and a temperature of 300 K.

Table 1 Classification of common analytical two-phase mass flow models.

Classification Models

Homogeneous Equilibrium HEM [1], Omega [7, 8]
Non-Homogeneous Equilibrium Moody [1, 9], Fauske [1], Modified Henry-Fauske [9]
Homogeneous Non-Equilibrium HRM [10], DEM [11]
Non-Homogeneous Non-Equilibrium Dyer [12]

B. Thermodynamic Decompression Paths
At the onset of cavitation, as the fluid enters the two-phase region below the binodal, as seen in Fig. 1, the

depressurization path is bounded by a Maxwellian isotherm and an isentrope, corresponding to an infinitely slow
isothermic process and an infinitely fast isentropic process respectively [1]. In practice, the exact thermodynamic path the
fluid takes through the two-phase region is difficult to predict and is a major source of difficulty when modeling two-phase
flows. Figure 1 presents different thermodynamic paths for a typical depressurization case for initially supercharged N2O
calculated using equations of state implemented in the REFPROP [13] and CoolProp [14] thermodynamic libraries.

C. Metastable Phase
Due to a finite rate of heat transfer and the availability of nucleation sites, it has been shown that a fluid at the

onset of cavitation may enter a metastable phase where it remains a liquid below its saturation pressure. This process
is sometimes referred to as pressure undershoot. The theoretical limit of the metastable phase is the spinodal line,
which can be determined based on the Van der Waals equation of state (EoS). It has been shown through numerous
experiments that the possible extent of metastability is given by 95% of the saturation pressure [11]. This can present a
method for predicting the onset of nucleation in the flow, and has been accounted for in some two-phase analytical
models such as the DEM and modified Henry-Fauske models [9, 11].

D. Similarities between N2O and CO2
Although N2O is the primary fluid in this study, CO2 is recognized as a suitable alternative for non-combusting fluid

flow studies as the two fluids have similar molecular and thermodynamic properties [1]. Additionally, unlike N2O, CO2
does not have the risk of potentially undergoing a violent and rapid exothermic decomposition, and is thus inherently
safer [1].

IV. Mass Flow Rate Models
There are several approaches to predict two-phase mass flow, including empirical relations, analytical models, and

CFD simulations. Empirical models can be used provided the experiments they are based on are sufficiently relevant.
Analytical models are more general in their application and can be divided into four classes, depending on homogeneity
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and equilibrium assumptions, where homogeneity refers to the assumption of slip between the phases and equilibrium
refers to the assumption of temperature change in the depressurization process. Table 1 lists different analytical models
of differing popularity and their classification. A subset of these models are implemented to model the mass flow rate
through the injector elements and are described as follows.

A. Single Phase Incompressible
The Bernoulli derived single phase incompressible (SPI) model assumes a steady, single phase, incompressible,

inviscid liquid undergoing an isentropic depressurization. The corresponding mass flux is given by,

G = Cd
√

2ρl(Pi − Po) (1)

The choice of discharge coefficient Cd is discussed in section IV.I. This model is the simplest and most widely used
for high-level injector design. It tends to overpredict the flow rate for high pressure drops.

B. Homogeneous Equilibrium Model
The homogeneous equilibrium model (HEM) model uses changes in enthalpy during an isentropic depressurization

to predict the mass flux of a two-phase fluid. The upstream enthalpy is known (from the upstream state), and the
downstream enthalpy can be calculated following a line of constant entropy through the EoS implemented in REFPROP
[13] or CoolProp [14]. The mass flux is given by,

G = Cdρo
√

2(hi − ho) (2)

The traditional HEM model predicts an increasing mass flux with increasing pressure drop until a critical pressure
where the mass flux begins to drop. To prevent modeling this unphysical behavior, we hold the maximum mass flux
constant past the critical pressure drop to model the choking behavior.

C. Non-Homogeneous Non-Equilibrium Model
Dyer et. al. [12] proposed that finite vapor growth rates within small cavitating injector elements are a major source

of non-equilibrium effects and attempted to model this through the use of a non-equilibrium parameter κ, proportional
to the ratio of bubble growth time τb and fluid residence time τr. The parameter is used to represent the amount of vapor
that can form within an injector element given a finite residence time. The model predicts a mass flux bounded by the
SPI and HEM models. The resulting non-homogeneous non-equilibrium (NHNE) model has been widely applied to
hybrid rockets with varying degrees of success [1, 15]. The resulting mass flux is given by,

G =
(
1 − 1

1 + κ

)
GSPI +

( 1
1 + κ

)
GHEM (3)

where κ can be simplified from a relation of time scales to one of upstream and downstream pressures given by,

κ =

√
Pi − Po

Psat − Po
(4)

At saturated conditions the NHNE model loses its physical interpretation as the value of κ is unity and the resulting
mass flux given by Eq. (3) is simply an equal averaging of the SPI and HEM models.

D. Modified Henry-Fauske
S. Yin et. al. [9] applied the theories of rapid depressurization and isothermal bubble growth to the well known

Moody and Henry-Fauske mass flow models. The modifications allow the nucleation inception point to account for the
effect of channel geometry and decompression through the metastable phase leading to improved model accuracy.

This model can only predict the choked mass flow rate and the critical pressure at which it occurs. Hence it is
applicable for all pressure drops higher than the chocking pressure. Such models will be termed critical models. For
chamber pressures below the choking pressure, the Dyer model is used and connected to the choked mass flow rate at
the critical pressure drop point through a blending function. The model’s critical mass flux is given by,

Gcrit =

{
d

dpcrit

[ |U |(νlS − χνlS + χνg)(χS − χ + 1)
νS

]}−1
(5)
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E. X. Fan et. al. Model
X. Fan et. al. [16] conducted experiments with supercritical CO2 in 1 mm diameter axial injectors with length

to diameter ratios between 1 and 15. An empirical correlation accounting for geometric and thermal effects was
subsequently developed based on the experimental results. Although the test conditions were supercritical and therefore
different than the case at hand, the empirical correlation was applied regardless due to its simplicity, yielding acceptable
results.

Similarly to the Modified Henry-Fauske model in section IV.D, this model is a critical model. As such it is also
connected to the Dyer model through a blending function. The predicted critical mass flux is given by Eq. (6) where the
subscript ( )critical describes the thermodynamic critical point.

Gcrit =

(
0.5463 + 0.0587

(
Pi

Pcritical

)2.07 (
ρi

ρcritical

)−0.939
)√

2ρi(Pi − Po) (6)

F. Omega model
The Omega model proposes an EoS for the thermodynamic decompression path given by,

ρi
ρ
= ω

(
Pi
P
− 1

)
+ 1 (7)

The defining feature of the Omega model is the ω parameter given in Eq. (8), which is only a function of upstream
properties. Here cl,i is the specific heat capacity of the liquid phase at the inlet.

ω =
χiνlg,i

νi
+

cl,iTiPi

νi

(
νlg,i

hlg,i

)2
(8)

The Omega model’s EoS, shown in Fig. 1, follows a path similar to isentropic expansion. The offset between the
paths is because the Omega model’s EoS assumes that the initial pressure is the saturation pressure corresponding to the
initial temperature, even for supercharged inlet conditions. Therefore, the depressurization into the two-phase regime
begins at the same point as the isothermal line.

The Omega model uses different equations to predict mass flow rate based on saturated, low supercharging, or high
supercharging inlet conditions. The details of the derivation are omitted and are available in [7] and [8].

For the saturated case, the critical mass flux is given by,

Gsat,crit =
√

Pi ρl,i
ηcrit√
ω

(9)

For supercharged fluids, the division between low and high supercharging is determined using the ηst parameter
given by Eq. (10), where ω is evaluated at saturated conditions,

ηst =
2ωsat

1 + 2ωsat
(10)

For the data used ηst evaluates to approximately 0.75. To determine if the inlet pressure is in a low or high supercharged
state, denoted by the subscript low and high respectively, it is scaled by ηst to give a reduced inlet pressure and compared
with the saturation pressure.

In a high supercharged state, the saturation pressure is less than the reduced inlet pressure (Psat < ηstPi). The
predicted critical pressure is the saturation pressure, and the choked mass flux Ghigh,crit is given by,

Ghigh,crit = ρi
√

2Pi(Pi − Psat) (11)

In a low supercharged state the saturation pressure is greater than the reduced inlet pressure (Psat > ηstPi). The
choking pressure is calculated implicitly [7], and the mass flux is given by,

Glow√
Pi/νl,i

=

√
2(1 − ηsat) + 2[ωsatηsat ln (ηsat/η) − (ωsat − 1)(ηsat − η)]

ωsat(ηsat/η − 1) + 1
(12)
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G. Modified Omega Model
Since the Omega model is derived for ideal nozzles, it presents discrepancies when applied to real nozzles. Typically

this is addressed by experimentally derived discharge coefficients, however they may not be available in the design phase.
We propose modifications to the Omega model to address these discrepancies for general applications. Frictional losses
are due to the presence of injector walls, which are ignored in the ideal nozzle assumption. When the flow is choked, the
geometry of the real nozzle after the choke point does not play a role in the flow rate as there is no upstream propagation.
This reduces the effective real geometric surface area and the real nozzle is closer to the ideal nozzle assumption. This
means the error in the Omega model is lower for cases where the flow is choked. For cases where the flow is not choked
and the effects of geometry do play a significant role in the mass flow rate, the error in the model is large [17].

Flow through straight port, sharp edge nozzles increases the total stress of the fluid and contributes to cavitation
[3]. Combined with the formation of gas pockets by the vena contracta, flow through this type of nozzle is much more
prone to cavitation. A sharp edge nozzle tends to cause the onset of cavitation much closer to the inlet of the nozzle as
compared to the ideal nozzle, even under supercharged conditions.

In high supercharging, a discharge coefficient derived specifically for sharp edge nozzles is applied to the Omega
model to account for the sharp edge effect and other losses. In low supercharging, we propose a scaling parameter
Psat/Pi applied as shown in Eq. (13). Here Gsat is the mass flux assuming saturated initial conditions using Eq. (9), and
Glow is the mass flux assuming low supercharging given by Eq. (12). The scaling Psat/Pi maintains the saturated mass
flux equation for saturated conditions where Pi = Psat, and for low supercharging, biases the prediction towards that of
the saturated equation. This is to account for the sharp edge effect increasing the tendency for cavitation, which is more
prevalent in the predictions of the saturated mass flux equation.

G =
(

Psat
Pi

)
Gsat +

(
1 − Psat

Pi

)
Glow (13)

The same scaling is also applied to the prediction of critical pressure given by Eq. (14). Equation (13) and (14) will
be referred to as the "modified Omega model".

Pcrit =

(
Psat
Pi

)
Pcrit,sat +

(
1 − Psat

Pi

)
Pcrit,low (14)

The modified Omega model is only applicable in low supercharging, as determined by the ηst parameter described
previously. For high supercharging cases, it is not applicable and the original Omega model for high supercharging,
with an appropriate discharge coefficient, should be used.

H. Proposed Model
Due to the wide range of conditions and suitable equations, a hybrid model is proposed. This hybrid model is

composed of 3 of the previously discussed models, and follows a multi-step process:
1) The Omega model’s ηst parameter (Eq. 10) is used to determine if the initial state is in low or high supercharging.
2) If it is in high supercharging, the Omega model’s high supercharging equation (Eq. 11) is used, and if in low

supercharging, the modified Omega model (Eq. 13) is used, for the prediction of choking pressure and mass flow
rate for all chamber pressures below the choking pressure.

3) For chamber pressures above the choking pressure, the Dyer model (Eq. 3) is used and connected to the choked
regime using a blending function.

This combination of the Omega, the modified Omega, and the Dyer model is termed the "proposed model". The
results of the proposed model are shown in Fig. 3.

I. Discussion of Discharge Coefficients
The SPI, HEM, Dyer, and Omega model require discharge coefficients to account for flow rate reduction due to

frictional losses along the injector and inlet losses due to the geometry.
A liquid discharge coefficient is calculated based on semi-empirical equations involving the Reynolds (Re) number,

length to diameter ratio, and sharp edge effects [1, 18].
The discharge coefficient is given by,

Cd =
1√

4Cf
L
D + K

(15)
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Table 2 Specifications of cold flow data for axial injectors from the experimental campaign of Waxman [1].
The data is used for error calculation of analytical and numerical models.

Fluid Used D (mm) L/D
Range of Operating
Pressures (MPa)

N2O, CO2 0.79 23.3 4.35 - 7.00
N2O, CO2 1.5 12 4.36 - 6.93
N2O 1.93 9.5 4.40 - 6.91

where the skin-friction coefficient for smooth walls obtained from the Blasius solution [1] is given below,

Cf ≈ 0.0791Re−1/4
D (16)

and K is the excess pressure drop constant. K is empirically determined and a representative value for sharp-edge
inlets is given by Langhaar as 2.28 [18]. The Cd value varies slightly as the Re number changes, but is approximately
0.63 for all cases. This liquid discharge coefficient is applied to the SPI, HEM, and Dyer models.

For the Omega model, extensive studies of pressure relief valves, experimental validation and analytical calculations,
suggest that for two-phase choked flow, the discharge coefficient should be determined assuming gas only flow, and for
unchoked flow, the liquid discharge coefficient should be used [17]. Several common methods have been proposed to
scale between these two discharge coefficients using the liquid volume fraction (among other parameters), with varying
results [8, 17].

Empirical two-phase discharge coefficients based on cavitation number have been developed for critical CO2 through
similarly sized, sharp edge, straight orifices [19, 20]. The discharge coefficient is given by,

Cd = 0.368 + 0.361
√

K (17)

Where K is the cavitation number defined as,

K =
Pi − Psat
Pi − Po

(18)

The empirical models, however, are based on two-phase inlet conditions instead of saturated liquid, and are only
validated for cavitation numbers larger than unity.

However, for highly supercharged conditions, the cavitation number predicted by the Omega model at the critical
pressure drop is exactly unity, due to the critical downstream pressure being exactly the saturation pressure. Hence the
empirical model described above is applicable, and results in a choked discharge coefficient of about 0.73.

This value shows good agreement with data in the choked regions for injector elements in the range of length to
diameter ratios of 10 to 25. In the unchoked regions the liquid discharge coefficient described previously is used.

For low supercharge levels, the discharge coefficient used with the high supercharged case above does not apply
since the cavitation number is less than unity. The suitable discharge coefficient is in the range of 0.85, which is in
agreement with the preliminary sizing suggestions for safety valves, and is close to the gas discharge coefficients used
on many similarly sized orifices in valves. However, the use of a third discharge coefficient based on best practices is
unnecessary since the section of the proposed model described in Eq. (13) caters to the effect and presents good results.

V. Results of Mass Flow Rate Models

A. Cold Flow Test Data
Waxman [1] conducted an extensive cold-flow test campaign utilizing supercharged N2O and CO2 for a variety of

injector geometries across a range of inlet pressures. The data using straight port injectors with square edge entrance
geometries was utilized in this paper to assess the performance of the analytical and CFD models. In total, 26 test cases
were utilized, totalling over 2600 data points. Figure 2 shows the application of the mass flow models across a range
of pressure drops for the upstream fluid conditions most comparable to the predicted engine depressurization. The
aforementioned test conditions are detailed in table 2. and the predicted engine depressurization is seen in Fig. 8.

7

D
ow

nl
oa

de
d 

by
 N

A
SA

 A
M

E
S 

R
E

SE
A

R
C

H
 C

E
N

T
E

R
 o

n 
D

ec
em

be
r 

30
, 2

01
9 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

9-
41

54
 



0 0.5 1 1.5 2 2.5 3

0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

0.06

Fig. 2 Pressure drop and corresponding mass flow rate predictions of the models for a 1.5mm, N2O injector.
Experimental data from identical Waxman [1] test case is also shown.

Table 3 Mass flow rate prediction error for the models adopted. For the critical models, the error is calculated
for only the critical section. For all others it is calculated across the full range of pressure drops.

Injector
Diameter (mm)

Fluid SPI (%) cHEM (%) cNHNE (%)
Modified

Henry-Fauske (%)
X. Fan
(%)

Modified
Omega (%)

Proposed
Model (%)

0.79 N2O 7.22 6.79 6.50 3.20 26.10 2.01 6.71
0.79 CO2 5.92 5.88 5.23 3.55 21.77 3.31 5.06
1.50 N2O 4.44 3.68 2.73 5.82 14.46 4.24 2.69
1.50 CO2 4.54 4.62 3.47 6.41 27.39 6.32 2.82
1.93 N2O 3.25 1.22 1.64 4.80 26.81 10.01 1.97
MAPE 5.07 4.44 3.91 4.76 23.30 5.18 3.85

The mass flow model error is shown in table 3. It is evaluated through the mean absolute percentage error (MAPE)
for every unique injector geometry and fluid combination across a range of upstream pressures and pressure drops. The
MAPE is given by,

MAPE =
1
n

n∑
i=1

����Gexpi − Gmodeli

Gexpi

���� (19)

B. Qualitative Mass Flow Model Evaluation
As seen in Fig. 2, for the relevant engine depressurization conditions, the SPI model reasonably predicts the flow

rate for low pressure drops but it over-predicts without bound beyond the choking pressure as it does not account for
critical flow. The HEM model under-predicts the flow rate for pressure drops larger than the critical pressure. The Dyer
model shows agreeable results, however does not clearly indicate the critical mass flow rate since the SPI model it is
partially based on does not choke. Both the X. Fan et. al. and modified Henry-Fauske model estimate the critical mass
flow rate within a moderate margin. The proposed model can be seen to have the most accurate prediction of both the
mass flow rate and the critical choking pressure. The proposed model and the experimental data are shown more clearly,
unaccompanied, in Fig. 3.
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Fig. 3 Pressure drop and corresponding mass flow rate prediction of the proposed model compared to experi-
mental data fromWaxman [1] test case with 1.5mm diameter N2O injector. Same test case is also used for CFD,
the conditions for which are detailed in table 4.

C. Global Error Study of Mass Flow Models
The critical HEM and SPI models that have been widely adopted in the field also have relatively low average errors

due to the nature of the error function used. However they cannot reliably resolve the details required for the analysis
such as the critical mass flow rate and pressure drop. The X. Fan et. al. model and the modified Henry-Fauske model
have larger average errors. The X. Fan et. al. model specifically has the largest error due to being based on supercritical
upstream conditions. Despite this it is still suitable for an initial design approach.

The Dyer model has an error less than 4%. The modified Omega model has a higher error. The distinction between
them is in the source of the error. The Omega model has low error in the critical region, but high error in the unchoked
region. The Dyer model is the inverse of this. From Fig. 2 the description above is clear, and it can be seen that the
modified Omega model predicts the critical region well and the Dyer model predicts the unchoked region best. The
proposed model combines these predictions and results in the lowest average error of less than 3.90%.

The proposed model has both the lowest numerical error (useful for depressurization predictions) and the best
prediction of these critical parameters. Moreover, the proposed model has a mean error of less than 3% for injector
elements in the range of length to diameter ratios of 12. Hence, it is suitable for use in hybrid rocket injector design in
the current application.

Most importantly, the prediction of mass flow rate and critical choking pressure by the proposed model is accurate.
Over the range of 26 test cases, the critical pressure is predicted to 6.13% of the experimental value by the proposed
model. This is paramount in ensuring constant mass flow rate for the duration of the depressurization.

VI. CFD Simulation
In the previous sections of this paper a number of low-dimensional relations were presented and utilized for the

purpose of design in order to quickly arrive at a prediction for two-phase mass flow rate through the injector. As was
outlined, all the models had a sometimes narrow scope of usability and due to their low-dimensional and steady state
nature, cannot be used to study flow over space or time.

The presence of cavitation inside an injector may alter the nominal velocity profile, turbulence level, spray and
atomization characteristics [21]. This becomes problematic when modeling spray break-up and atomization processes
as knowing the boundary conditions of the fluid at the exit plane of the injector element becomes crucial [22]. In order
to solve for the fluid state at the exit plane of the injector, study the flow development along the injector channel as well
as build confidence in the earlier analytical results, we turn to high fidelity CFD simulations.

A. Two-Phase Models Overview
Two-phase fluids are complex phenomenon that can manifest a wide range of properties. As such, the results of a

two-phase fluid simulation may vary widely depending on the mathematical models chosen to represent the phenomena
they exhibit. Therefore, the correct representation of a two-phase fluid is key to its solution [23, 24].
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Fig. 4 Vapor cavity development for case I of table 4, as predicted by VOF (top), Euler-Euler (middle), and
Euler-Euler-VOF (bottom) CFD methodologies. Streamlines coloured by velocity magnitude; Liquid volume
fraction iso-volume for α = [0 0.6] is shown in blue.

There have been a number of models developed in order to model two-phase fluids. Direct Numerical Simulation
(DNS), where the Navier-Stokes equations are numerically solved without a turbulent closure model, remains the only
model capable of accurately modeling the wide range of two-phase conditions that exist [25]. The lack of a turbulence
model dictates the need to resolve all spatial and temporal scales of turbulence. In order to resolve the Kolmogrov
microscales, which contain the smallest turbulent structures, a mesh on the order of Re2.25 is required [26]. Cavitating
flows in most cases are turbulent and therefore have a Re > 2900. Considering that an increase in Re by a factor of 2
leads to a 11 fold increase in computational cost [26], and the necessary minimum mesh size required, it is easy to see
that DNS remains a purely academic solution. Other methods have been proposed, with RANS and LES turbulence
closure most commonly, however they only work for particular cases due to their lack of generality [24].

Common methods for modeling multiphase flows include the one-fluid volume of fluid (VOF) approach, two-fluid
Euler-Euler approach, as well as hybrid methods which combine different approaches. We will study the cavitation
phenomena through an injector and the effect of these three CFD methodologies on its representation. The open-source
CFD platform OpenFOAM [27], will be used for the entirety of this study.

B. Volume of Fluid Method
The Volume of Fluid Method (VOF) method treats the cavitating flow as a single fluid mixture and belongs to a

class of interface tracking models with the aim of keeping the interface separation sharp so as to allow the study of
mass transfer and surface tension at the interface [22]. The VOF approach works well when the characteristic length
of the interface is larger than the grid size [23]. If the interfaces become smaller than the mesh used to discretize
them, the model is unable to track the interface and the result loses its physical interpretation. As such, this model is
unable to efficiently capture bubble formation or breakup and thus, is unable to model injector spray characteristics
without restrictively high computational cost. This phenomena can result in numerical instabilities as well as noise at
the interface [28]. Increasing the mesh density as well as modifying the numerical scheme used can reduce this problem
without needing to alter the interface tracking approach [23].

The VOF formulation used in this study makes the following assumptions. No slip is assumed between phases thus

10

D
ow

nl
oa

de
d 

by
 N

A
SA

 A
M

E
S 

R
E

SE
A

R
C

H
 C

E
N

T
E

R
 o

n 
D

ec
em

be
r 

30
, 2

01
9 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

9-
41

54
 



a single momentum equation is solved for the mixture. Local thermodynamic equilibrium is assumed, thus no energy
equation is solved. The conservation of momentum equation as well the liquid volume fraction transport equation for
the model are given as follows [29],

∂ (ρU)
∂t

+ ∇ · (ρU ⊗ U) = −∇p + ∇ · τ + ρg + Fσ (20)

∂α

∂t
+ ∇ · (αU) + ∇ · [α(1 − α)Uc] =

Ûm
ρl

(21)

where p is pressure, ρ is density, U is velocity and g is gravity. The stress tensor for viscous and turbulent stresses
is given by τ and the mass transfer per unit volume due to cavitation is given by Ûm. The liquid volume fraction α is
defined such that α = 1 corresponds to a liquid phase with no cavitation, and α = 0 corresponds to a fully cavitated, gas
phase. The velocity term in the equations above is the phase-averaged velocity of the mixture and is thus defined as
U = αUl + (1 − α)Ug, where the subscripts l and g indicate the liquid and gas phase respectively. Fluid properties for
the mixture, including viscosity and density, are defined the same way.

The last term of the momentum equation is surface tension force which generates an additional pressure gradient at
the interface and is calculated via Brackbill’s Continuum Surface Force (CSF) method as [30],

Fσ = σκ∇α (22)

where σ is the fluid surface tension coefficient and the interface curvature is calculated as,

κ = −∇ ·
(
∇α
|∇α |

)
(23)

In order to counter phase diffusion at the interface, the liquid volume fraction transport equation, Eq. 21, includes
the Compressive Interface Capturing Scheme for Arbitrary Meshes (CICSAM) [31], an interface compression method
used to compress the interface by steepening the gradient of the volume fraction field. For this purpose, an artificial
compression velocity Uc is introduced and defined as,

Uc = Cα |U |
∇α
|∇α | (24)

The compression magnitude can be relaxed or increased with Cα.

C. Euler-Euler Method
The VOF method has a number of shortcomings resulting from its interface tracking approach, chief among these is

the inability to efficiently model small interfaces. For such cases, Euler-Euler methodologies are the preferred method
as they are able to model discrete flows smaller than the mesh size [23]. In this approach two phases share a common
pressure but distinct velocities [22]. As a consequence of this, the set of governing equations for the system must be
solved for each phase.

In the Euler-Euler methodology two phases are both assumed continuous throughout the entirety of the domain
with no explicit interface. As a result, the derivation of the associated characteristic equations of the system require
temporal and spatial averaging to occur [21]. Closure relationships for the transfer of mass, momentum and energy
are needed to replace information lost by the averaging procedure [21]. The closure relationships combined with the
averaged equations result in the Euler-Euler approach being capable and widely used to model two-phase flows whose
characteristic interface lengths are smaller than the mesh size [23]. The necessary closure models are often in the form
of empirical correlations which require experimental data and are often unable to describe more than one flow regime
[32]. Thus, the accuracy of the simulation is dependent on the accuracy of the experimental data.

In the present Euler-Euler formulation, local thermodynamic equilibrium is assumed and only interfacial momentum
and mass transfer will be taken into account. Interfacial momentum transfer, accounts for the average of the forces
acting on the interface and can include the effects of drag force, lift force, virtual mass force, turbulent dispersion force
and wall lubrication force. In the present work only the drag force is modeled.
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The conservation of momentum equation as well the liquid volume fraction transport equation for the model, for
each phase k, are given as follows [32],

∂ (αk ρkUk)
∂t

+ ∇ · (αk ρkUk ⊗ Uk) = −αk∇p + ∇ · (αkτk) + αk ρkg + FD,k (25)

∂αk
∂t
+ ∇ · (αkUk) =

Ûm
ρk

(26)

The drag force FD acts opposite the direction of movement and is modeled based on the force acting on a single,
spherical bubble. A constant, average bubble size obtained from CO2 experiments is assumed [33], a valid approximation
given the fluid similarities. As drag is the only momentum transfer term, it is solely responsible for the magnitude of
the slip velocity between the phases. Considering each phase as continuous and discrete in turn, as denoted by the
subscripts c and d respectively, the drag force is modeled as,

FD,k =
3
4
ρcαcαdCD

|Ud − Uc | (Ud − Uc)
dd

(27)

The drag coefficient used in this study is that of Schiller & Naumann [34] given as,

CD =

{
24
Re

(
1 + 0.15Re0.687) if Re ≤ 1000

0.44 if Re > 1000
(28)

The drag coefficient is calculated by independently considering each phase as the dispersed phase and taking a volume
fraction weighted average of the two results.

D. Euler-Euler-VOF
From the discussion of VOF and Euler-Euler models it becomes clear that both have advantages and disadvantages.

Continuous flow regimes can benefit from the interface tracking that the VOF method provides, whereas discrete flow
regimes benefit from the empirical closure relations of the Euler-Euler method. A number of coupled models exist
which can actively switch between the Euler-Euler method and a VOF method based on some actively calculated value
function [23, 35], however they are outside the scope of this study. OpenFOAM implements an attempt to obtain some
of the benefits of both methods in the form of an Eulerian solver with numerical sharpening applied at the interface [32].
This is done by including the aforementioned CICSAM and CSF methods, for interface compression and surface tension
modeling respectively, in the momentum equations of the Eulerian solver. The conservation of momentum equation as
well the liquid volume fraction transport equation for the model, for each phase k, are given as follows [32],

∂ (αk ρkUk)
∂t

+ ∇ · (αk ρkUk ⊗ Uk) = −αk∇p + ∇ · (αkτk) + αk ρkg + FD,k + Fσ,k (29)

∂αk
∂t
+ ∇ · (αkUk) + ∇ · [αk(1 − αk)Uc] =

Ûm
ρk

(30)

E. Cavitation Models
The bulk of cavitation models propose that the governing relation that drives the growth of cavitation is the pressure

difference across the surface of cavitation bubbles present [22]. Popular models in the literature that use this assumption
include the Full Cavitation Model, Schnerr and Sauer model, Zwart model, Merkle model, and Kunz model [22, 36, 37].
All these models employ empirical coefficients that need to be tuned as they affect the stability and accuracy of the
simulation results [36]. Of the aforementioned models, all except the Merkle and Kunz models are based on a simplified
form of the Rayleigh-Plesset bubble dynamics equation. We consider the Kunz model in this study because of the
minimal use of required empirical coefficients, its fast convergence [22], and its performance superiority compared to
more theoretically sophisticated models [37].
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The Kunz cavitation model is composed of a mass transfer source Ûm+ and sink term Ûm− where the sum of two terms
is the mass transfer as a result of the cavitation phenomena Ûm = Ûm+ + Ûm−. The source and sink terms of the Kunz model
are [38],

Ûm+ =
Cprod ρgα

2(1 − α)
t∞

Ûm− =
Cdest ρgαmin[0, p − psat]

ρl
U2
∞
2 t∞

(31)

The freestream velocity U∞ was calculated at the inlet using a SPI model and the mean flow time scale t∞ = L/U∞,
was calculated with the injector element length as the characteristic length L. Cprod and Cdest are two empirically
determined coefficients driving the condensation and evaporation process and must be tuned in order to provide the most
accurate solution to the problem being modeled. The optimization of these parameters is the main source of difficulty
associated with these cavitation models [22].

F. Case Setup

Fig. 5 Axisymmetric
injector mesh.

For turbulence closure we use the 2003 reformulation of the k-ω SST model [39].
Turbulence intensity is assumed to be 5% and the turbulent length scale is specified as the
diameter of the injector. The time step throughout the simulations was not constant, rather
it was a function of the local courant number Co = U∆t/∆x. The Co number was fixed at
0.2, and the time step ∆t was automatically calculated based on local cell size ∆x and fluid
velocity U in order to not exceed the defined Co number. For quasi-transient and transient
problems the Co number is typically below 1 to ensure numerical stability as it represents
the number of cells that a fluid particle will cross in a single time step.

An axisymmetric, 2° wedge shaped mesh made up of 43,065 elements was created and is
seen in Fig. 5. The mesh is composed of 96% hexahedral elements and contains 4 refinement
zones progressively closer to the injector orifice. The most refined parts of the mesh were
inside the injector element and its immediate surroundings. The domain boundaries are
sufficiently far from the injector inlet and outlet to prevent wall effects from interfering with
the internal flow. The mesh element size inside the injector was calculated such that the near
wall region was within a y+ value of 30 to 150 in order to effectively utilize wall functions
so as not to fully resolve the viscous sub-layer near the wall region.

In order to better study the flow and its development, the initial velocity for the entire
domain was set to 0, only upstream and downstream pressures were specified. This allowed
the flow to be entirely pressure driven. The domain from the inlet to 3/4 the injector length
was initialized with liquid N2O, with the rest of the domain being initialized with gaseous
N2O as suggested by [40].

VII. Overview and Results of CFD Simulations
In order to evaluate the three different CFD methodologies discussed in the previous section, simulations were

run against four test cases from Waxman’s experimental campaign for a 1.5 mm injector at the lowest value of N2O
supercharging. The points utilized are outlined in table 4. The specific points correspond to different levels of pressure
drop ∆P across the injector and in order of increasing ∆P they represent the subcritical region, the critical inception
point, and two sample pressure drops that occur during burn in the hybrid engine simulation seen in Fig. 8.

CFDmass flow rate predictions and their associated errors can be seen in Figs. 6 and 7 respectively. The development
of the vapor cavity for Case I of table 4, as predicted by the different methodologies is seen in Fig. 4. Case I was
chosen to be displayed as it has the lowest associated error magnitude for all methodologies and thus serves as a baseline
comparison for the flow field. The predicted mass flow rate error is below 10% for nearly all simulations. Mass flow
rate error is always lowest in the subcritical region with the lowest ∆P value and tends to increase with increasing ∆P.
VOF results have the largest error magnitude followed by Euler-Euler, followed by Euler-Euler-VOF.
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Fig. 6 Mass flow rate predictions of CFD simulations
and experimental test case data.
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Fig. 7 Error associated with mass flow rate predic-
tions of CFD simulations.

Table 4 Test conditions used in CFD simulations; Matched to points of interest in subset of Waxman [1] test
case data and points in engine simulation.

Case I II III IV

State Pre-Critical Critical Post-Critical Post-Critical
∆P (MPa) 0.84 0.98 1.09 1.37

Pi (MPa) 4.36 4.36 4.36 4.36
Pi, super (MPa) 0.62 0.62 0.62 0.62
Fluid N2O N2O N2O N2O
D (mm) 1.5 1.5 1.5 1.5
L/D 12.3 12.3 12.3 12.3
Ti (K) 280 280 280 280

Although mass flow rate predictions of each methodology are reasonably close to one another, the associated flow
fields vary greatly. The different flow field representations are a result of terms that each solver does or does not
account for. The key differences between the formulations lie in the number of momentum equations solved, interface
compression, surface tension force, and drag force.

At turbulent conditions of Re > 5000 a real world vena contracta becomes hydrodynamically unstable because of
pressure gradients in its structure leading to the repeating, cavitation shedding behavior found in cavitating orifices [41].
This process is characterized by the growth of the inlet cavity, followed by the breakup and shedding of an attached
vapor cloud portion which collapses as it is convected towards the injector outlet [41]. These cavitation dynamics are
often classified through the non-dimensional Weber number defined as We = ρgU2

reldp/σ, whereas a larger Weber
number predicts more aggressive forms of cavitation with higher tendencies for breakup and shedding to occur [42]. We
can see that the Weber number is proportional to the velocity slip magnitude Urel, which tends to disrupt the interface,
and inversely proportional to the surface tension σ which tends to stabilize the interface [41].

As the VOF model solves only a single momentum equation to obtain common pressure and velocity, there is no
relative velocity (slip) between the phases. Additionally, it models surface tension at the interface. Combined, this leads
to a proportionally low We number, thus leading the VOF model to predict the stable gas sheet seen in Fig. 4.

The Euler-Euler model assumes two fluids sharing a common pressure and solves two momentum equations to
obtain distinct velocities for each phase. The relative velocity arises from the inclusion of a drag model at the interface
to account for interfacial momentum transfer. This model however does not take into account the restorative surface
tension force, leading to a proportionally high We number. The effect of this approach is the immediate destabilization
of the vena contracta after the injector inlet resulting in a high level of cloud breakup and shedding being predicted as
seen in Fig. 4.
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Fig. 8 Predicted pressures around injector from
blow-down simulation. Critical pressure predicted by
proposed model is also shown.
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Fig. 9 Predicted mass flow rates of full injector used
in engine simulation.

Lastly, the Euler-Euler-VOF model is the same as the Euler-Euler model but adds a surface tension and interface
compression term, as present in the VOF model. Thus, of the models presented, it is the only model to take into account
both the relative velocity as well as the surface tension. The combined effect of these two governing mechanisms results
in a proportionally moderate We number, with moderate flow features that represent a combination of the VOF and
Euler-Euler methodologies. As seen in Fig. 4, the vena contracta begins to experience instabilities as it extends down the
length of the injector element, exacerbated by the slip magnitude between the phases and counteracted by the restoring
surface tension. The instabilities grow downstream and eventually lead to vapor shedding being predicted which is
convected down the element length.

The typical vapor shedding process found in cavitating orifices repeats in cycles which lead to mass flow rate
oscillations [41, 43]. These oscillations can also be found in Waxman’s mass flow rate data as seen in Fig. 2. The mass
flow rate begins to oscillate as ∆P increases marking the start of the cavitation phenomenon. The oscillations grow in
amplitude and wavelength as ∆P grows increasingly bigger marking the effect of progressively more extreme cavitation.
This gives confidence in the vapor shedding prediction of the Euler-Euler-VOF methodology.

The formation of gas bubbles from the metastable phase causes a reduction in the local temperature due to the latent
heat required to vaporize the fluid. This temperature fall reduces the saturation pressure, and leads to a delay in the
growth of the cavitating bubbles termed "thermal delay" [4, 44]. The localized thermal effects tend to increase the mass
flow rate, since the delay of bubble growth means the fluid remains in the liquid metastable phase for a longer time,
and so has a higher average density. This increase in mass flow rate due to temperature drop is a distinct phenomenon
separate from the boiling in the upstream tank. The boiling in the upstream tank causes a reduction in the local pressure,
and hence a global decrease in mass flow rate as seen in the lower supercharging values of Waxman’s test cases. When
predicting the flow conditions using numerical simulations where the upstream pressure is maintained, accounting for
the local thermal effects in the simulations may increase the predictions for mass flow rate and bring them closer to the
experimental results. For all three CFD simulation methodologies, the mass flow rate is increasingly underpredicted as
∆P increases as seen in Fig. 6, it is theorized this is occurring as none of the methodologies are able to account for the
local thermal delay which increases the mass flow rate through the injector.

VIII. Design Process
A process is presented for the design of hybrid rocket injectors. The aim of this process is to minimize the need for

costly experimental validation by creating a design with as little error as possible prior to testing. CFD is ineffective for
this purpose as it is slow compared to analytical models, however it can be used as an additional point of verification
immediately preceding testing. The process is outlined in Fig. 10 and described in the following section.

The required input information for this process are the oxidizer and chamber pressures as a function of time (which
may be determined using blow-down models), the desired mass flow rate (which arises from the combustion and thrust
requirements) and a fixed injector length and total available area (which are geometric constraints from the structure of
the rocket). The design variables are the quantity and diameter of the orifices and their arrangement.
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Fig. 10 Injector plate design process flow chart.

Due to the X. Fan et. al. model’s simplicity, and its
dependence on length to diameter ratio, it can be used as a
very quick calculation for the mass flow rate as a function
of orifice diameter. In the present study, the process is
validated for length to diameter ratios of 10 to 25, with the
lowest error being for the ratio of 12. This is the basis of the
chosen hole diameter, but other applicationsmay have different
requirements. The dependence of the length to diameter ratio
in the X. Fan et. al. model is close to linear for the range of
length to the diameter ratios considered, hence an optimum
diameter must be chosen based on a preference for number
of holes (possible symmetric arrangements), manufacturing
constraints, total face area available, minimum hole spacing,
or other constraining parameters.

With the diameter chosen, the critical pressure as a function
of time can be determined by the proposed model. The
ideal design would avoid chamber pressures below critical
pressure and would maintain a sufficient margin of error in the
difference of the chamber pressure and the critical pressure, so
as to avoid unchoking the flow during the burn. The process
here is detailed in Fig. 10 for improved clarity.

Performing the calculation above for the range of pressures
over the burn, a prediction of the mass flow rate as a function
of time is reached. Matching the time average mass flow rate
calculated to the design mass flow rate gives a value of the
number of holes required, that is more accurate than the initial
value reached through the X. Fan et. al. empirical model. At
this point the designer can return and adjust the diameter of the
calculation if the number of holes is not satisfactory or does
not fit the desired arrangement constraints. Once satisfied, the
nominal injector arrangement is designed with the number
of holes calculated, and two additional injectors are designed
assuming under-prediction and over-prediction of the mass
flow rate of an individual element by 5%. This yields an
over-predicting injector with fewer holes than nominal and an
under-predicting injector with more holes than the nominal
case.

CFD can be performed at different operating conditions
during depressurization and experimental validation of the 3
yielded designs can follow. This will quantify the errors and
account for possible non-linearities in changing hole numbers.
If the nominal design is not adequately close to the desired
mass flow rate, the number of holes and arrangement can be
modified, the new design retested, until the process converges
onto a minimal error design.

IX. Example Design
The process described in the previous section was applied

to the design of the Quasar engine. The duration of the burn
is approximately 10 seconds, with a thrust of 6700 N. The
oxidizer tank and chamber pressures are calculated using a
blow-down [45] code and custom combustion simulation. For
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Fig. 11 Designed nominal injector.

the purpose of validating the analytical models in future cold flow experiments, the diameter and length were chosen as
1.5mm and 18.4mm, respectively, to allow reasonable comparison to Waxman’s experimental data. The pressures
during blow-down, as well as the predicted critical pressure by the proposed model, are shown in Fig. 8.

For an average design mass flow rate of 2.81 kg/s, the process resulted in a nominal 60 holes in the injector. Based
on experiments by Gamper et. al. [2] on similar injectors with different layouts, it was shown that radially growing
holes, arranged in the form of the solid fuel port (in this case circular) yielded the best performance with respect to
combustion instability for hybrid rockets. The 60 hole nominal arrangement designed for the engine is shown in Fig. 11.
The calculated mass flow rates for the 60 hole injector, as well as 63, and 57 hole arrangements (these are the under
and over predicting cases, respectively), are shown in Fig. 9. Some notable results are outlined as follows. First, a
slight initial increase in the mass flow rate due to increasing upstream pressure is observed. Second, despite the initial
conditions being such that the difference between the chamber pressure and the predicted critical pressure is at least
12% (twice the 6% error on the critical pressure prediction), it reduces to 4% by the end of the burn, signalling that the
flow may no longer be choked within the error bounds.

This highlights the utility of the proposed model in predicting the unchoking of the flow due to depressurization.
With an increase of the oxidizer tank pressure by 200 kPa, the calculations provide a sufficient margin of error to ensure
that the flow remains choked. This prediction may ensure reliable performance of the system and eliminate feed system
coupled instabilities, leading to a safer and more reliable engine.

X. Conclusion
In this work a range of models and methods were adopted to design axial injectors for use in hybrid rockets. Due

to the injector operating in a cavitating, two-phase flow regime, a combined model was proposed to better assess the
performance of the injector. When compared with results of conventional models typically adopted in two-phase flow,
the proposed model presented significant error reduction in the prediction of mass flow rate. The model was validated
against experimental data from literature in the supercharged regime. The results show a 3.9% mass flow rate prediction
error, making the proposed model a suitable choice for use in two-phase injector design. To validate the operation regime
of the designed injector, a series of numerical simulations were performed using different solvers. The VOF, Euler-Euler,
and Euler-Euler-VOF solvers captured a range of features such as cavity breakup and shedding. The simulations were
verified against the available experimental data. The Euler-Euler-VOF model predicted the mass flow rate with the least
error, 3.6%. An injector was designed for a N2O-Paraffin hybrid rocket engine using the models and methods developed.
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