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Difficulties People Have in Answering the Question "Where Is It? ''1 

HERBERT H.  CLARK 

Department o f  Psychology, Stanford Unwerstty, Stanford, Cahforma 94305 

It was proposed that people instructed to insert an object into an array must implicitly 
answer the question "Where should it be?" and then place the object there, and that this 
question is easier to answer for A than B given the instructions A is htgher/lower than B and 
A tsn't as high/low as B In Experxment I, Ss read instructions like Blue ts lower thanpmk and 
then placed a blue (or pink) object into an array; in Experiment II, Ss answered questions hke 
I f  John is lower than Mary, then where is Mary ~ Both proposals were supported by the 
parallel response latencies in the two experiments. Finally, xt was shown that Experiment 
III, a variation on Experiment I, prowdes crmcal counterevldence to Huttenlocher's 
Imagery Theory of reasoning. 

Recent studies have shown that children 
have trouble following certain instrucUons 
that require them to place objects into arrays 
(Bem, 1970; Huttenlocher & Strauss, 1968: 
Huttenlocher, Eisenberg, & Strauss, 1968). In 
several of these studies, for example, the ex- 
perimenter showed the child a ladderhke struc- 
ture with a block on one of its rungs, handed 
the child a second block, and instructed him, 
"Make it so that the blue block is on top of the 
red block " This instruction was easy for the 
child as long as he had to place the blue block 
into the array with respect to the red block; 
but it was difficult whenever the red block was 
movable and the blue block was already fixed 
in the array. These and other similar pheno- 
mena, it is proposed, can be accounted for by a 
"Question-answering" theory of following 
Instructions, an hypothesis which is a natural 
extension of a recent theory of linguistic com- 
prehension (Clark, 1969a). The first major goal 
of the present paper is to specify and test this 
proposal. But the paper has a second goal as 
well. Huttenlocher and her associates (Hutten- 
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locher, 1968; Huttenlocher, Higgins, Milligan, 
& Kauffman, 1970; Huttenlocher & Higgins, 
1971) have recently used these same pheno- 
mena as the basis for an "Imagery" theory of 
deductive reasoning, a theory designed to 
account for the difficulties people have in solv- 
ing three-term series problems like I f  Abel is 
better than Baker, and Charlie is worse than 
Baker, then who is best ? This theory, however, 
is incompatible in certain of its predictions 
with the Question-answering Theory and its 
progenitor. Thus, the second major goal of 
this paper is to test these predictions. 

THE QUESTION-ANSWERING THEORY OF 

FOLLOWING INSTRUCTIONS 

The Question-answering Theory assumes 
that following instructions is a process with at 
least two relatively distinct stages. Basically, 
the child following an instruction must (1) 
implicitly ask himself what he is supposed to 
do and (2) then do it. The question he asks him- 
self at the first stage depends mainly on the 
extralinguist~c constraints of the task. When 
told, "Make it so that the blue block is on top 
of the red block," the child holding a red block 
must implicitly ask himself something like 
"Where should I put the red block?" or 
"Where should the red block be .9,, He asks this 
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question of the red block because the task 
requires him to place the red block, not the 
blue block. At the next stage, then, he places 
the block in accordance with his answer. At 
the first stage, under this view, the child must 
solve an implicit quasllinguistlc problem, here 
I f  the blue block is on top of  the red block, then 
where ts the led block? The difficulties in this 
type of problem are already predictable from 
a recently proposed theory of answering ques- 
tions (Clark, 1969a). Fundamental to the 
theory is the "principle of congruence,'" 
which states that whenever the premise (here, 
the blue block is on top of  the redblock) and the 
question (here, Where is the red block?) are 
congruent in their underlying representations, 
then the question is easy to answer; otherwise, 
the questmn is difficult to answer. Thus, the 
Question-answering Theory claims that the 
dtfficulties in following simple instructions 
occur mainly at the question-answering stage, 
and that the difficulties at this stage are pre- 
&ctable from the Principle of Congruence. 

For the application of the theory to locative 
instructions, consider the sentences A is above 
B and B is below A. They differ in that the 
former describes the location of A with respect 
to the "reference point" B. whereas the latter 
locates B with respect to the "reference point" 
A. Since the question Where is A ? asks for the 
location of A, it is appropriately answered by 
A is above B, whlch describes the location of 
A, but not by B is below A, which instead 
describes the location of B. More formally, 
Where is A ? Is equivalent approximately to 
A is at what place ? and A is above B, to A is at 
a place up from B ~ (Katz & Postal, 1964; 
Leech, 1970). So Where is A ? and A is above B 
are congruent in their underlying representa- 
tions with respect to their point of reference; 
Where is A ~ and B is below A are not. Other 
locative sentences have the same properties. 
By the Principle of Congruence, therefore, the 
child should find it easier to place the block 
mentioned in the subject of a locative sentence, 
since the implicit question he must answer at 
the crltical stage in the process is congruent 

with that sentence. This is exactly what 
Huttenlocher and Strauss (1968) found and so 
their data are consistent with the Question- 
answering Theory (see also Clark, in press). 

In the present paper, the Question-answer- 
ing Theory will be tested more &rectly with the 
use of constructions hke those in (1)-(4): 

(1) A is higher than B. 
(2) A is lower than B. 
(3) A isn't as high as B. 
(4) A isn't as low as B. 

Like the locatives, each of these sentences 
describes the location of the subject term (A) 
with respect to the "reference point" specified 
by the predicate term (B). Thus, Where is A ~ 
is properly answered by all four sentences, and 
Where is B? by none of them. This shows that 
Where is A? is congruent m these crucial 
respects with sentences (1)-(4), whereas Where 
is B? is not. According to the Question- 
answering Theory, therefore, since Ss should 
find it easier to answer the imphcit question 
Where is A ? than Where is B 9 for sentences 
(1)-(4), they should consequently find it 
easier to place A than B into an array for all 
four of these instructions. Th~s predlctaon was 
tested in Experiment I. In addition, this 
theory implies that a question-answering task 
with the explicit questions Where is A ? and 
Where is B? should produce results very 
similar to a placement task with its implicit. 
questions. This prediction was tested in 
Experiment II. 

EXPERIMENT I 

Method The Ss in Experiment I were presented with 
displays containing a sentence on the left (e g., Blue zs 
higher than pink) and a pink or blue hne on the right 
Wh~le timed, they were to indicate as quickly as pos- 
stble where the missing second line should go. 

The 32 displays used were constructed by pairing 
each of 16 sentences with each of two hnes. The 16 
sentences were: Blue ts higher than (is lower than, isn't as 
high as, isn't as low as) pink, Blue is better than (is worse 
than, isn't asgoodas, tsn't as bad as) pink, plus the same 
eight sentences with blue and pink interchanged. (The 
good-badproblems were included for reasons that will 
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become clear later ) The hne on the mght was either 
pink or blue Each display was centered m a 3.5 x 5-in. 
window and was viewed at a distance of 32 m. in a 
Gerbrands three-field tach~stoscope. Each sentence 
was typed in ehte type, and the 5/8-m. long hne was 
centered an average of 1 m. to the right of the end of 
the sentence. Each S was gtven a practice block of 
16 trials, which consisted of a random subset of the 32 
displays, followed by five blocks of 32 trials, each 
block consisting of an individually randomized order- 
mg of the 32 displays. 

The S was instructed to read the sentence, then look 
over at the hne, decide which line was missing, and 
"draw m" the missing line by pressing an upper or 
lower response button depending on whether the line 
was to go above or below the line already there On 
each trial, the S pressed a "stal t" button, and 500 msec 
latel the blank "'stare" field was replaced by the dis- 
play. The S responded by pressing the upper or lower 
button on a hand-held box with the thumb assigned to 
that button The "start" button lay between the two 
response buttons within easy reach of either thumb. 
The S was timed m hundredths of a second from the 
instant the display appeared to the instant he pressed 
a response button lat which time the display went off) 
It was stressed that the S should try to make as few 
errors as possible yet respond as qmckly as possible. 
For the sentences containing good and bad, the S was 
told to imagine placing good and bad objects m verttcal 
arrays w~th the best object on top and the worst object 
on the bottom 

The Ss, 12 Stanford Umverslty undergraduates, were 
paid $1 75 for their serwces The left hand was assigned 
to the upper response button for half the Ss and to the 
lower response button for the other half Both groups 
of Ss reversed this assignment halfway through the 
experxment (half the Ss between Blocks 2 and 3 and 
half between Blocks 3 and 4). The experiment reqmred 
a single 45-rain sessmn for each S 

Results. The  resul ts  o f  m o s t  in teres t  a re  the  

e~ght m e a n  response  la tencies  shown  in Tab l e  

1. T h e y  were  ca lcu la ted  as fo l lows.  Firs t ,  the  

two  displays  tha t  d i f fered on ly  in the  co lo r  

m e n t i o n e d  were  cons ide red  one  " c l a s s "  o f  

display.  F o r  ins tance ,  the  d i sp lay  c o n t a i n i n g  

Blue is higher than pink and  a p ink  hne  and  the  

d i sp lay  c o n t a i n i n g  Pmk is higher than blue and  

a b lue  l ine were  classed t oge the r  as A is higher 
than B where  the  S was to " p l a c e  A " Second ,  

the  m e a n  la tency  was ca lcu la ted  fo r  the  ten  o r  

fewer  co r rec t  responses  fo r  each  o f  the  16 

classes o f  d isp lays  fo r  each  S. F ina l ly ,  the  

resul t ing  192 means ,  la ter  submi t t ed  to  an  

analysis  o f  var iance ,  were  a v e r a g e d  across  Ss 

and  across  htgh-low and  good-bad to  give the 

la tencies  hs ted  in Tab l e  1. 

The  la tencies  in Tab l e  1 f o r m  a s t r ik ingly  

s imple  pa t te rn .  F i rs t ,  it was eas ier  to " p l a c e  

A "  than  to " p l a c e  B"  by an  ave rage  o f  215 

msec  for  all f o u r  types  o f  sentences ,  F(1 ,  11) = 

21.45, p < .001, and  there  was no  i n t e r a c t i o n  

be tween  this d i f ference and  the  type  o f  sen tence  

revo lved .  Second,  ins t ruc t ions  c o n t a i n i n g  the  

" u n m a r k e d "  adjec t ives  high or  good were  

easier  t han  those  c o n t a i n i n g  the  " m a r k e d "  

adjec t ives  low or  bad (Clark ,  1969a) by an  

ave rage  o f  229 msec,  F(1 ,  11) = 19.01,p < .001. 

A n d  finally, the  c o m p a r a t i v e  in s t ruc t ions  

were  easier  t han  the  nega t ive  e q u a t i v e  ins t ruc-  

t ions  by an ave rage  o f  843 msec,  F (1 ,  1 1 ) =  

184.64, p < .001. Indeed ,  the  m e a n s  in T a b l e  1 

are  qui te  accura te ly  a c c o u n t e d  fo r  by a s imple  

add i t ive  m o d e l  r equ i r i ng  on ly  f o u r  p a r a m e t e r s  

(each es t ima ted  f r o m  all the  d a t a  by  the  

m e t h o d  o f  leas t -squares)"  a = 215 is the  t ime  

t aken  to " p l a c e  B "  ove r  tha t  t aken  to " p l a c e  

TABLE 1 

LATENCIES (IN MSEC) TO PLACE A OR B FOR EACH SENTENCE IN EXPERIMENT I a 
\ 

Place A Place B Difference 
Sentence (I) (II) (II-I) 

1 A is higher/better than B 
2 A is lower/worse than B 
3 A isn't as high/good as B 
4 A Isn't as low/bad as B 

2120 (1) 2375 (1) +255 
2338 (0) 2508 (2) +170 
2951 (1) 3123 (7) +172 
3189 (3) 3452 (10) +263 

° Note. Numbers in parentheses are percent errors. 
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A " ;  b = 229 is the t ime taken by marked  
adjectives over that  taken  by  u n m a r k e d  adjec- 
twes;  e =  843 is the t ime taken by negative 
equatives over compara t ives ;  and  to = 2113 is 
the " b a s e "  t ime taken up by opera t ions  not  
included in a, b, and  e. Thus,  each condi t ion  
l isted in Table  1 should require  to plus a, b, or  e 
(or some combina t ion  o f  a, b, and  c), depend-  
mg  on whether  the condi t ion  reqmres  the 
"p lac ing  o f  B," contains  a marked  adjective, 
or  is a negative equative ins t ruct ion (or in- 

volves some combina t ion  of  these). The 
latencies predic ted  by  this model  have a roo t  
mean-squared  devia t ion  ( R M S D )  of  35 msec 
f rom the ac tual  mean  latencies (Sternberg,  
1969), and  this devia t ion  is not  significant. The 
model ,  with its four  parameters ,  accounts  for  
99.4% of  the var iance among  the ac tual  
means,  with their  eight degrees of  f reedom. 
Thus,  this is qmte an accurate  model .  

The da ta  in Table  1 were col lapsed across 
high-low and good-bad because this difference 

in adjectives did  not  in teract  significantly with 
anyth ing  else in the experiment ,  a l though its 
in terac t ion  with markedness  did  a p p r o a c h  
significance, F(1,  1 1 ) = 4 . 1 6 :  high was 141 
msec faster  than  low, whereas good was 318 
msec faster than  bad. The only other  significant 
effect was tha t  the adjective pa i r  high-low was 
easier overal l  than  the pa i r  good-bad by an 
average of  123 msec, F(1,  11) = 7.15,p < .025. 

The Ss made  errors  on an average o f  only 
3.1 o//,, of  the trials (range .6-7.5 %). The error  

rates for  each condi t ion ,  as shown in Table  1, 

never exceeded 10 % and,  despite their  small  
magni tude ,  showed much  the same pa t t e rn  
as the latencies. Tha t  is, there were fewer errors  
on the Place A condi t ions  than  the Place B 
condi t ions ,  fewer on u n m a r k e d  adjectives than  
on m a r k e d  adjectives, and  fewer on compara -  
tive const ruct ions  than  on negative equatlve 
construct ions ,  all in agreement  with the pa t t e rn  

o f  latencies. 

EXPERIMENT II  

Method. In Experiment II, the Ss were presented 
individual premise-question pairs (e.g., I f  John isn't as 
low as Mary, then where is Mary ~) and were required 
to indicate their answer as qmckly as possible There 
were 16 displays, each consisting of one of eight 
premises--John ts htgher than (is lower than, isn't as 
high as, isn't as low as) Mary plus the four premises 
with John and Mary interchanged--and one of two 
questions--Where is John ~ and Where ts Mary ~ Each 
S was given one pracuce and ten experimental blocks 
of 16 trials, each block consisting of an individually 
randomized ordering of the 16 displays. In all other 
respects, Experiment II was the same as Experiment I. 
The Ss indicated their response by pressing either the 
upper or lower response button depending on whether 
the questioned person was above or below. The 12 Ss, 
again paid Stanford Umverslty students, were counter- 
balanced for hand assignment, and they reversed this 
hand asslgnment between Blocks 5 and 6 

Results. The analysis of  Exper iment  I I  p ro-  
ceeded in the same way as in Exper iment  I. 
Means  were calcula ted for  the 10 or  fewer 
correct  responses for  each display of  each S, 

and the result ing 192 means  were averaged 
app rop r i a t e ly  for  Table  2. The mean  latencies 

TABLE 2 

LATENCIES (IN MSEC) TO ANSWER WHERE IS A ? AND WHERE IS B ? 
FOR EACH SENTENCE IN EXPERIMENT II a 

Where is A ? Where is B ? Difference 
Sentence (I) (II) (II-I) 

1 A is higher than B 
2 A is lower than B 
3 A isn't as high as B 
4 A isn't as low as B 

1914 (0) 2068 (2) 
1970 (3) 2186 (1) 
2376 (1) 2560 (5) 
2492 (5) 2620 (12) 

+154 
+216 
+184 
+128 

"Note Numbers an parentheses are percent errors. 
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in Table 2 bear a striking resemblence to those 
of Experiment I. First, it was easier to answer 
Where is A ~ than Where is B ? by an average of 
170 msec, regardless of the sentence type, 
F(1, 11) = 24.52, p < .001, and there was no 
interaction between this difference and sen- 
tence type. Second, instructions containing the 
unmarked adjective high were easier than those 
containing the marked adjective low by an 
average of 86 msec, although this &fference 
was not quite significant, F(1, 11)=4.11, 
p < .10. And third, comparatwe mstructlons 
were easier than negative equative instructions 
by an average of 479 msec, F(1, 11)= 78.17, 
p < .001. These means can be accounted for 
accurately by the same additive model as in 
Experiment I. Here the estimates of the para- 
meters to, a, b, c are 1906, 170, 86, and 479 
msec, respectively. The RMSD of this model 
from the actual latencies is only 17.7 msec, and 
this is not significant. The four degrees of 
freedom of the model accounts for 99.5 ~ of 
the variance in the eight means of Table 2. 
There were no other significant effects in the 
latencies. 

The Ss in Experiment II made errors on an 
average of only 3 .8~  of the trials (range 
.6-5 ~). Again, the error rates on each condi- 
tlon, shown m Table 2, were parallel to the 
latencles, with fewer errors on Where is A ? 
than on W,~ere is B?, fewer on unmarked 
adjectives than marked adjectives, and fewer 
on comparatwe than negative equatwe sent- 
ences. 

Discussion 

Experiments I and I[ support both the 
Question-answering Theory and the Principle 
of Congruence on which the theory is based. 

The Principle of  Congruence. This prmople 
predicts that a question asked of a sentence 
will be easier to answer if it is congruent with 
that sentence than ff it is incongruent. In 
Experiment II, this predicts that Where is A ? 
should be easier to answer than Where is B 
for sentences (1)-(4) in Table 2. The results 
confirmed this prediction in detail. To see the 

generality of congruence, one should contrast 
these findings with earlier findings on the so- 
called two-term series problems (e.g., I f  John 
isn't as good as Bill, then who is best ?) reported 
by Clark (1969a). In that case, a sentence and 
question were congruent whenever the adjec- 
tive underlying the question was the same as 
the adjective underlying the sentence. That is, 
the Principle of Congruence predicts that 
Who is best? (with its underlying adjective 
good) should be easier for sentences like (1 
A is better than B and (3) A tsn't as good as B, 
where the underlying adjective is good, but 
that Who is worst ? (with its underlying adjec- 
tive bad) should be easier for sentences like 
(2) A is worse than B and (4) A isn't as bad as B, 
where the underlying adjective is bad. The 
results of Clark (1969a) were consistent with 
these predictions. The contrast between these 
two sets of results can be summarized this 
way: With the questions Who is best ~ and 
Who is worst?, it is easier to answer questions 
about A than B for sentences like (1) and (2), 
but easier to answer questions about B than A 
for sentences like (3) and (4); on the other 
hand, with the questions Where is A ? and 
Where is B? it is easier to answer questions 
about A than B for all four sentences, (1)-(4). 

The findings on where-questions and best/ 
worst-questions together rule out plausible 
alternative explanations of either result alone. 
For the where-questions alone, one might 
propose simply that information was more 
easily retrieved from sentences (1)-(4) about 
the subject term (A) than about the predicate 
term (B) But this theory fails to account for 
the results on best~worst-questions. Or, for the 
best~worst-questions alone, one might propose 
that information was more easily retrieved 
from sentences (1)-(4) about the term more 
extreme on the underlying adjectival scale, 
i.e., the "better" term for the sentences con- 
taining good, and the "worse" term for the 
sentences containing bad. But this theory fails 
to account for the results on where-questions. 
Variations on these two themes are inadequate 
for the same reason. The Principle of  Con- 
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gruence works, therefore, because it considers 
both the sentence and the question asked of it. 
Theories that disregard the sentence-question 
interaction, like the two just examined, neces- 
sarily fail to account for these two sets of 
findings. 

Elsewhere (Clark, m press; Clark & Chase, 
m press), the Principle of Congruence has also 
been shown to be consistent with the question- 
answering experiments of Smith and Mc- 
Mahon (1970) and Wright (1969) and with 
most of the previous verification experiments 
on negation, for example, by Wason (1961; 
Wason & Jones, 1963), Gough (1965: 1966), 
Wales and Graeve (1969), Clark and Chase (in 
press), Just and Carpenter (1971), and Tra- 
basso, Rolhns, and Shaughnessey (1971). It as 
gratifying that the present data are consistent 
with this apparently well-established prin- 
caple. 

The Question-answermg Theory Experi- 
ments I and II together also offer considerable 
support for the Question-answering theory as 
a theory of following instructions In thas 
theory, it is assumed that the critical stage of 
the placement task as one in which Ss implicatly 
answer a where-question. Therefore, the pat- 
tern of latencles in this task should be parallel 
to the pattern oflatencles in a task in which Ss 
explicitly answer the comparable where-ques- 
tions. Thas pred~ctlon as supported in some 
detail. The main evidence is that the advantage 
of Place A over Place B an Experiment I is 
parallel to the advantage of Where ts A ~ over 
Where is B ~ in Experiment II. This prediction 
is upheld even more fully by the fact that both 
sets of latencies could be fitted by the same 
addative model. Furthermore, the three para- 
meters, a, b, and e--those specifying the Place 
A-Place B, high-low, and positive-negative 
differences, respectively--are quite similar 
for the two experiments, estimated at 215, 141 
and 843 msec for Experiment I and at 170, 86, 
and 479 msec for Experiment II. However, the 
positive-negative parameter e, for some 
reason, was reliably different for the two 
experiments, t(22) - 2.10, p < .05. 

A TEST OF THE IMAGERY THEORY 

The Imagery Theory, as proposed in 
Huttenlocher (1968), views the S as placing 
the three terms of a three-term series problem 
into a mental array one by one. For the pre- 
mise combination Abel is better than Baker, 
Charlie ts worse than Baker, for instance, the S 
first places Abel and Baker of the first premise 
into the array, then he places the "new" term 
of the second premise (Charlie) into the array 
with respect to the "old" term of the second 
premise (Baker). The essence of the theory is 
that it makes predictions from actual place- 
ment tasks to reasoning tasks. It treats the 
"new" term in the second premise exactly as 
if it were the movable block--the one in the 
child's hand--in the placement task. Hutten- 
locher's argument goes as follows. Assumption 
1 : In reasoning tasks, the S has to place either 
A or B of the second premise A is better (o1" 
worse) than B into a mental array that already 
contains two items. Assumption 2: In actual 
placement tasks with such sentences, Ss find it 
easier to place A than B into a physical array 
that already contains two objects. Conclusion: 
In reasoning tasks, Ss should therefore find 
problems easier whenever the "new" term to 
be placed is A rather than B. In support of the 
Imagery Theory, this conclusion is consistent 
with most of the previous data on three-term 
series problems containing comparative 
premises (Hunter, t957; DeSoto, London, & 
Handel, 1965; Huttenlocher, 1968; Clark, 
1969a, b). 

In a further test of the Imagery Theory, 
however, Clark (1969a) apphed the same logic 
to problems containing negative equative 
premises (e.g., I f  Charlie isn't as good as Baker, 
and Able isn't as bad as Baker, then who is 
best ?). In that test, the argument based on the 
Imagery Theory went as follows: Assumption 
1': In reasoning tasks, the S has to place either 
A or B of the second premise A isn't as good 
(or bad) as B into a mental array that already 
contains two items. Assumption 2': In actual 
placement tasks with such sentences, Ss find it 
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easier to place A than  B into an a r ray  that  

a l ready  conta ins  two items. Conc lus ion :  In  
reasoning tasks, Ss should therefore  find 
prob lems  easier when the " n e w "  term to be 
p laced  is A ra ther  than  B. This predic t ion,  

however,  was disconfi rmed in all o f  the nega- 
tive equat ive p rob lems  examined by  Clark  
(1969a); that  is, these reasoning p rob lems  were 

found  to be consis tent ly harder ,  no t  easier, 
when the " n e w "  te rm was A ra ther  than  B. 
By this argument ,  then, the Imagery  Theory  is 

incorrect .  
Unfor tuna te ly ,  these two tests of  the 

Imagery  T h e o r y - - o n e  conf i rmatory  and the 
o ther  d i s con f i rma to ry - -were  not  complete ,  

since they depended  for  their  val idi ty  on 
Assumpt ions  2 and  2' and  nei ther  of  these 

assumpt ions  had  been tested by Hut ten locher  
(1968) or  Clark  (1969a). Obviously,  bo th  of  
these assumpt ions  are plausible,  since Experi-  
ment  I showed tha t  for  both  compara t ive  and 
negative equat ive sentences Ss find ~t eas~er to 
place A than  B, at  least into ar rays  that contain 

only one object. Nevertheless ,  to confirm As- 
sumpt ions  2 and 2' specifically, one must  

demons t ra te  the same advantage  for  ar rays  
that  a l ready  conta in  two objects.  Exper iment  
I I I  was designed for jus t  this purpose.  I t  con- 
sisted of  a p lacement  task much hke Experi-  
ment  I except that  there were always two 
objects  a l ready  in the a r ray  instead o f  only one. 

I f  Exper iment  I I I  is found to suppor t  Assump-  
non  2', then the prewous  d isconf i rmat ion o f  
the Imagery  Theory  by Clark  (1969a) will be 
complete.  In  addi t ion ,  however,  Exper iment  
I I I  was designed so that  its results could  be 
compared  p rob lem by p rob lem agains t  the 
most  precise da ta  avai lable  on three- term 
serxes p rob lems  (Clark,  1969b). I f  these com- 
par i sons  are found  to go counter  to the pre- 
dict ions o f  the Imagery  Theory,  then one has 
to conclude  that  the Imagery  theory  is 
incorrect .  

EXPERIMENT I I I  

Methods. Experiment III was essentially the same as 
Experiment I except that instead of one line on the 

right side of each display there were two, one above the 
other. For one group of Ss, there were 32 displays each 
constructed from one of e~ght sentences--Blue is 
higher than (ts lower than, isn't as high as, isn't as low as) 
pink, plus the same four sentences with blue and pmk 
interchanged--and from one of four different pairs of 
colored lines--black on top and blue on bottom, blue 
on top and black on bottom, black on top and pink on 
bottom, and pink on top and black on bottom. The 
other group of Ss was given the same 32 displays with 
good and bad substituted everywhere for high and low, 
respectively. Each display was constructed JUst as in 
Experiment I, but here the two hnes on the right were 
drawn one typewriter line above and below the line of 
the sentence. 

The Ss were told to indicate whether the missing 
blue or pink line went above or below both of the lines 
on the right by pressing the top or bottom button on 
their response panel On half the displays, however, 
neither response was appropriate, since the Ss could 
not know whether the missing line went above or below 
the extra black line. One such indeterminate display 
consisted of Bhte is hi~her than pink opposite a black 
line above a pink line; here, the blue line to be placed 
could go etther above both lines or between the two 
lines and still be accurately described by the sentence. 
The Ss were instructed to answer these indeterminate 
problems w~th a vocal "can't tell," and the latency to 
the beglnmng of this response was measured by means 
of a throat microphone and a vo~ce-actwatcd sw~tch. 
In all other respects, the procedure was the same as m 
Experiment I. The two groups of Ss each consisted of 
12 paid Stanford Umvers~ty undergraduates 

Results. Of  most  interest  are the latencies 
shown m Table  3. Those m the top  half  o f  the 
table  are for  the "de t e rmina t e "  displays  (for 
which Ss should have pressed one of  the two 
response buttons) ,  and  those in the b o t t o m  

hal f  are for the " inde t e rmina t e"  displays  (for 
which Ss should have answered "can ' t  tell"). 
The "de t e rmina t e"  displays  were classified as 
i f  they did not  conta in  the b lack  line. The 

" inde te rmina te"  displays were classified separ-  
ately in exactly the same way. Note ,  therefore,  
tha t  the " inde te rmina te"  d isplay consisting,  

for  example,  o f  Blue ts higher than p ink  oppo-  
site a b lack  line above  a p ink  line was classified 
as Place A for A is higher than B. This classifi- 
ca t ion  is app rop r i a t e  since the S's task was to 
try to place the missing blue line (A) with 
respect  to the p ink  line (B), even though he 
could not  do so and had  to answer " can ' t  
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tell." Finally, the mean latency of the 10 or 
fewer correct responses was calculated for 
each of the 16 classes of display shown in 
Table 3 for each S separately, and these 384 
means, later submitted to an analysis of  vari- 
ance, were averaged across Ss to produce the 
latenoes in Table 3. 

The most important result of this experi- 
ment was that Ss found it easier to "place A"  
than to "place B" for all eight sentences in 
Table 3. "Place A"  had a 362 msec advantage 

The other results were: (a) Positive sentences 
were 903 msec faster overall than negative 
sentences, F(1, 22 )=  82, p < .001. (b) Un- 
marked adjectives were an average of 173 msec 
faster than marked adjectives, F(1, 22 )=  
22.88, p < .001, and this difference did not 
interact with adjective pair. (c) The advantage 
of unmarked over marked adjectives was 
greater for negative sentences (315 msec) 
than for positive sentences (31 msec), F(1, 22) 
= 15.75, p < .001. And finally, (d) the "deter- 

TABLE 3 

LATENCIES (IN MSEC) TO PLACE A OR B FOR EACH SENTENCE IN EXPERIMENT IlIa 

Place A Place B Difference 
Type of problem Sentence (I) (II) (1I-I) 

Determinate 1 A is higher/better than B 2239 (1) 2678 (4) +439 
2 A is lower/worse than B 2230 (1) 2777 (6) +547 
3 A isn't as high/good as B 3153 (3) 3359 (4) +206 
4 A isn't as low/bad as B 3401 (4) 3724 (10) +323 

1 A is higher/better than B 2664 (2) 2937 (2) +273 
2 A is lower/worse than B 2694 (1) 2940 (2) +246 
3 A isn't as high/good as B 3348 (2) 3702 (2) +354 
4 A isn't as low/bad as B 3597 (2) 4101 (10) +504 

Indeterminate 

" Note. Numbers in parentheses are percent errors. 

over "place B" overall, F(1, 22)=48.42,  
p < .001, although this advantage was a signi- 
ficant 199 msec larger for the comparative 
"determinate" and negative equative "indeter- 
minate" problems than for the rest, F(1, 22) = 
7.91, p < . 0 2 5 .  In individual analyses of 
variance, "place A" was found to be favored 
over "place B" on each of the eight sentences 
separately, with F(1, 22) = 30.51, 73.72, 2.46, 
5.02, 10.72, 7.21, 6.69, and 13.39, respectively; 
these F 's  are all significant at least p < 05, 
except for sentence (3) A isn't as high/good as B 
in the "determinate" displays. These eight 
individual analyses also indicated that the 
advantage of "place A"  over "place B" for 
each sentence was independent of  the adjective 
pair considered (good-bad or high-low), and 
so the data were combined over the two adjec- 
tive pairs in Table 3. 

minate" problems were resolved 303 msec 
faster overall than the "indeterminate" prob- 
lems, F(1, 22) = 47, p < 001. Again, the over- 
all error rate was a low 3.6 ~ (range .1-8.8 ~ )  
and the pattern of errors coincided fairly 
closely with the pattern of  latencies (see 
Table 3). 

The simple additive model used in Experi- 
ments I and I I I  can also be fitted to the mean 
latencles m Table 3, but because of the inter- 
actions just reported, the fit is not nearly so 
good. The model could be applied to the top 
and bot tom halves of  the table separately, or 
with the addltion of parameter d- - the  dif- 
ference between the "determinate" and "in- 
determinate" problems--al l  16 latencies can 
be fitted at once. In the latter case, with to, 
a, b, c, and d estimated as 2226, 362, 173, 903, 
and 303 msec, respectively, the model, with 
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5 degrees of freedom, accounts for 96.9 ~ of the 
variance among the 16 means, with a RMSD of 
93 msec. But as pointed out above, there are 
significant deviations of the data from this 
model. 

Discussion 

The results of Experiment III are relevant to 
three issues: the validity of the Imagery 
Theory, the interpretation of certain related 
experiments by Huttenlocher et al. (1970), 
and the vahdity of the Question-answering 
Theory of following instructions. 

T,~e Imagery Theory. It was noted above that 
the dlsconfirmation of the Imagery Theory in 
Clark (1969a) depended on Assumption 2', 
namely, that it is easier to "place A" than to 
"place B" for negative equative sentences in a 
task, like Experiment III, with two fixed 
objects. Indeed, Huttenlocher (1968) in refer- 
ring to a placement task much hke Experiment 
III said, "This task may be regarded as a con- 
crete form of the three-term series problem 
(p. 553)." Experiment III confirmed Assump- 
tion 2', both in the "determinate" and the 
"indeterminate" problems. Therefore, it fol- 
lows that the original disconfirmation of the 
Imagery Theory in Clark (1969a) is complete. 

Experiment III, however, was specifically 
designed so that it could be compared directly 
with a previous experiment on three-term 
series problems by Clark (1969b). Each of the 
64 problems in Clark (1969b) can be classified 
as to whether it describes a "determinate" or 
"indeterminate" ordering of the three terms, 
as to whether its second premise is sentence 
type (1), (2), (3), or (4), and as to whether, 
according to the Imagery Theory, the last item 
to be placed into the S's mental array is the 
subject term ("place A") or the predicate 
term ("place B") of the second premise. Table 
4 presents the difficulty scores for the 64 prob- 
lems classified in this way. Each of these 
scores is an average across four problems and 
is based on the proportion of the 100 Ss unable 
to solve each problem correctly within 10 sec 
(see Clark, 1969b, for details). 

According to the Imagery Theory, diffi- 
cultles in the placement task (Table 3) should 
be directly reflected in difficulties in the 
reasoning task (Table 4). Let us define an 
"A-advantage" as the case when Place A is 
easier than Place B and so there is a plus in the 
final column of Table 3 or 4. A "B-advant- 
age" is just the reverse. The Imagery Theory, 
then, predicts that whenever there is an A- 

TABLE 4 

PERCENT ERRORS FROM CLARK (1969b) ON THREE-TERM SERIES 
PROBLEMS CLASSIFIED ACCORDING TO THE IMAGERY THEORY a 

Place A Place B Difference 
Type of  problem Second premise (I) (II) HI- I )  

Determinate 1 A is better than B 12 25 +13 '*  
2 A is worse than B 15 42 +27** 
3 A isn't  as good as B 34 26 - 8* 
4 A isn't as bad as B 38 26 - 1 2 "  

Indeterminate 1 A is better than B 25 23 - 2 
2 A is worse than B 25 26 + 1 
3 A isn't as good as B 32 38 + 6 
4 A ~sn't as bad as B 40 34 - 6 

" Note. Each unsigned percentage is based on 400 data points. 
* p < .02. 
** p < .001. 
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advantage in Table 3, there should also be an 
A-advantage in Table 4. Obviously, however, 
the pattern of all pluses in Table 3 is not dupli- 
cated in Table 4, where there is a mixture of 
pluses and minuses. But let us examine these 
differences in detail. 

In the "determinate" problems, the place- 
ment task (Table 3) showed an A-advantage 
for sentences (1)-(4), and so the reasoning 
task should show an A-advantage on all four 
sentences too. That this prediction is correct 
for sentences (1) and (2) is not surprising, for 
the Imagery Theory was originally developed 
to account for previous data on these prob- 
lems. But the prediction of an A-advantage 
fails entirely for sentences (3) and (4). This 
failure can be seen in other data as well. The 
pattern of plus and minus A-advantage scores 
in Table 4 (viz., +13, +27, -8, and - 1 2 ~  
errors on the four sentences) has been repli- 
cated by Clark (1969a) on good-bad reasoning 
problems (+340, +670, -220, and -450 msec), 
by Huttenlocher et al. (1970) on good-bad 
problems (+220, +910, -80, and -720 msec), 
and by Clark (unpublished data) on high-low 
problems (+165, +576, -900, -1585 msec). 
For some reason, Huttenlocher et al. failed to 
confirm this pattern on high-low problems, 
finding instead essentially no latency dif- 
ferences at all. But this null pattern is also m- 
consistent with the prediction of the Imagery 
Theory given the results of Table 3. In the 
"indeterminate" problems, the placement 
task (Table 3) again showed a strong A- 
advantage for all four sentences, so the reason- 
ing task should turn up with the same pattern. 
While this prediction is weakly confirmed for 
sentence (3), it is disconfirmed by the null 
differences on sentences (1) and (2) and by the 
moderate B-advantage on sentence (4). That 
is, the Imagery Theory predicts a strong over- 
all A-advantage on the "indeterminate" 
problems in Table 4, yet the table shows a 
strikingly null A-advantage (actually -0.06 ~) 
based on 3200 data points. 

In all, therefore, the Imagery Theory is 
incorrect on at least five out of eight specific 

predictions (and on five out of six new pre- 
dictions) in going from Table 3 to Table 4. 
As Huttenlocher et al. (1970) pointed out: 
"To demonstrate the falsity of (the Imagery 
Theory), one would have to show that the 
relative difficulty of the different forms of 
'negative equatlve' syllogisms differs from the 
relative difficulty of arranging real items 
according to corresponding 'negative equa- 
tlve' descriptions (p. 335)." The comparison 
of Tables 3 and 4 constitutes just such a 
demonstration, and so by this criterion, the 
Imagery Theory is incorrect (see also Clark, 
1971). 

The Huttenloeher experiments. Experiment 
III also raises several questions about how one 
should interpret two "arrangement" tasks that 
Huttenlocher et al. (1970) have reported 
recently. In these tasks, the S was required to 
listen to the first premise of a three-term series 
problem, place two felt figures onto a felt 
board in accordance with this premise, then 
hsten to the second premise and question, and, 
while timed, place the third felt figure into the 
array. The premises in the task of interest con- 
tained either good or bad in comparative or 
negative equative constructions. Superficlally, 
this "arrangement" task resembles the place- 
ment task of Experiment III very closely, for 
in both cases the S was timed as he placed a 
third object into a physical array. One should 
expect, therefore, that the Huttenlocher et al. 
"arrangement" task should produce the same 
results as the placement task But it did not. 
Whereas the usual A-advantage was found in 
the "arrangement" problems with compara- 
tive premises, there was a B-advantage in the 
"arrangement" problems with negative equa- 
tive premises. The latter result is exactly con- 
trary to Experiment III. 

The reason for this discrepancy could well 
be that the Ss of Huttenlocher et al. viewed the 
"arrangement" task primarily as a reasoning 
task and only incidentally as a placement task. 
Recall that these Ss were always required to 
listen to a complete three-term series problem 
(1.e., two premises and question) before placing 



ANSWERING THE QUESTION "WHERE IS IT .  9 ' '  275 

the third felt figure. Thus, it is possible that 
they solved the problems in their heads, de- 
cided what the arrangement of figures should 
be from their reasoning, and placed the third 
figure accordingly. 2 By this argument, the Ss 
were reasoning on this task, and the results 
should have coincided approximately with 
those of other reasoning tasks, as they did. 
Unlike the Ss in the Huttenlocher et al. 

"arrangement" task, however, the Ss in the 
present Experiment III did not receive a first 
premise or a question and could therefore not 
have been reasoning in this sense. This differ- 
ence between the "arrangement" and place- 
ment tasks is critical. It suggests that the 
"arrangement" task is not a true test of 
Assumption 2', as Huttenlocher et al. have 
claimed, since its results could have been con- 
taminated by Ss who reason before they 
arrange the third figure But because Experi- 
ment III does not contain this confounding, 
it is a proper test of Assumption 2'. It shows 
that the Imagery Theory is incorrect. 

In arguing for the correctness of the 
Imagery Theory, Huttenlocher et al. (1970) 
had to explain why it was that B was easier to 
place into a mental array than A whenever 
the second premise was a negative equative in a 
"determinate" three-term series problem (see 
Table 4). In their account, Huttenlocher et al. 

proposed that Ss "re-organize" such premises 
in particular ways to make them easier to 
comprehend. One proposal was that A isn't as 
bad as B is usually reorganized implicitly as 
B is worse than A and A isn't as good as B, often 
as B is better than A. Since B becomes the sub- 
ject of a comparative sentence in such re- 
organizations, B should therefore be easier to 
place than A, and this accounts for the effect 
Huttenlocher et al. wanted to explain. But 
according to the Imagery Theory, placement 
and reasoning tasks are almost identical in 
their processing; therefore, the same re- 
organizations should appear in the present 

2 The  details o f  such  a process are  discussed m o r e  
fully m H.  H.  Clark,  " M o r e  abou t  hnguis t ic  processes 
in deduct ive reason ing ,"  In prepara t ion.  

placement experiments. The reorganizations 
predict a partial or full B-advantage for sent- 
ences (3) and (4) in Experiments I and III. 
Instead, there was a significant A-advantage 
tbr these conditions in both experiments, and 
the prediction is disconfirmed. Even if the pro- 
posed reorganizations occurred only part of 
the time, then at the very least the A-advantage 
should be less for (3) and (4) than for (1) and (2) 
in Experiments I and III. The respective dif- 
fierences, however, are -5  msec. and +30 msec 
m favor of this prediction, and neither of these 
small differences approaches significance. 

To account for results on their high-low 

"arrangement" task, Huttenlocher et al. 

also proposed that A isn't as h~gh as B and 
A isn't as low as B are reorgamzed as A is lower 

than B and A is higher than B, respectwely. 
After these reorganizations, there should be an 
A-advantage, since A has become the subject 
of a comparative sentence. Although this pre- 
diction by itself is consistent with Experiments 
I, II, and III, it implies that high-low premises 
should show a pattern of latencies different 
from good-bad premises. This implication re- 
ceives no confirmation in either Experiment I 
or Experiment III, where it is possible to com- 
pare the two types of premises directly. 

The proposal that Ss reorganize premises, 
however, gets into difficulty even when the 
reasoning data in Table 4 are considered by 
themselves. In the Huttenlocher et al. (1970) 
proposal, simple comparatives hke A is better 

(or worse) than B would never be reorganized. 
Thus, there should be an A-advantage on 
every reasoning problem in which the second 
premise is a simple comparative. But as Table 4 
indicates, although the expected A-advantage 
appears for sentences (1) and (2) in the 
"determinate" problems, it does not appear 
for sentences (1) and (2) in the "indetermi- 
nate" problems, as this proposal predicts it 
should. Similarly, under the Huttenlocher 
et al. proposal, negative equatives would be 
reorganized so that there should always be a 
B-advantage on problems with such pre- 
mises. Although the expected B-advantage 
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appears for sentences (3) and (4) in the 
"determinate" problems, it appears for sent- 
ence (4) but not (3) in the "indeterminate" 
problems. In other words, the proposed re- 
organizations account only for the "determi- 
nate" problems; the proposal is incompatible 
with the data on the "indeterminate" prob- 
lems. This difficulty might be overcome by 
assuming that Ss reorganize sentences (1) and 
(2), for instance, only when the problems are 
"indeterminate." But such selective reorganiz- 
ing would not work either, because the S 
could not know whether a problem was 
"indeterminate" or not until after he had 
solved it. 

To sum up, it has been argued that the 
Huttenlocher et al. "arrangement" tasks 
appear to be confounded with reasoning, and 
so they are unreliable tests of the Imagery 
Theory. Nevertheless, even if one did accept 
the "arrangement" tasks at face value, then 
one would have to assume, with Huttenlocher 
et al., that Ss "reorganize" negative equatlve 
premises m placement and reasoning tasks. 
These reorganizations, however, receive no 
support whatever from Experiments I, II, and 
III. In addition, the assumed reorganizations 
are incompatible with the reasoning data in 
Table 4 even when considered alone. All this 
provides still more evidence that the Imagery 
theory is incorrect. 

The Question-answering Theory. The same 
rationale that accounts for Experiments I and 
II also accounts fairly well for Experiment III. 
According to this theory, the question- 
answering stage comes first, and it should re- 
sult in an A-advantage for sentences (1)-(4) 
regardless of whether the problem is "deter- 
minate" or "indeterminate." The data agree 
with this prediction. The placement stage 
comes second. Here, for "determinate" prob- 
lems, the S is able to place the missing line 
immediately; however, for "indeterminate" 
problems, he has to decide that the position 
of the missing line is not necessarily either 
above or below the black third line and so he 
must answer "can't tell." This description at 

least suggests that the placement stage might 
take longer for "indeterminate" problems, 
where placement is blocked, than for "deter- 
minate" problems, where placement is im- 
mediate. The latencies are consistent with this 
suggestion showing about a 300-msec advant- 
age for the "determinate" problems, although 
this advantage is confounded with mode of 
response. Thus, the effects of the question- 
answering stage, which predicts an A-advant- 
age for all sentences, and the placement stage, 
which suggests an advantage for the "deter- 
minate" problems, are approximately sepa- 
rate and additive. 

There were, however, slgnificant deviations 
from this simple form of the model. The major 
deviation was that the A-advantage for sent- 
ences (1) and (2) was about 230 msec longer 
than for sentences (3) and (4) on the "deter- 
minate" problems, but about 170 msec smaller 
on the "indeterminate" problems. This sug- 
gests that the question-answering and place- 
ment stages are not quite separate and 
addlhve, but rather information from the 
first stage somehow affects the second. How 
could this occur? As proposed in Clark 
(1969a; 1970), the instructions containing 
good--sentences (1) and (3) in Table 3--pre- 
suppose the relative goodness of A and B, and 
those containing bad--(2) and (4)--presup- 
pose the relative badness of A and B. One 
possibility is that Ss are reluctant to place the 
missing line, or attempt to place the missing 
line, at the good or bad extreme --the top or 
bottom of the array of lines--when the pre- 
suppositions of the instruction are not con- 
gruent with that placement. This tendency, 
based on a modified Principle of Congruence, 
would predict an inflated A-advantage for 
sentences (1) and (2) on "determinate" dis- 
plays and for sentences (3) and (4) on "in- 
determinate" displays, and a depressed A- 
advantage for the remaining four sentences, 
all at the placement stage of the process. This 
prediction is consistent with the data. 

In summary, the present paper has demon- 
strated that the Question-answering Theory is 
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able to account for the major processes of 
simple placement tasks as in Experiments I 
and III, and that the Imagery Theory is in- 
correct and unable to account for deductive 
reasoning in three-term series problems. 
Sigmficantly, the Question-answering Theory 
is a natural extension of a proposal by Clark 
(1969a) that c a n  account for the main aspects 
of deductive reasoning m three-term series 
problems. Together, therefore, the prewous 
proposal and its offspring, the Question- 
answering Theory, are consistent with the data 
in both placement and reasoning tasks. 

REFERENCES 

BEM, S. L The role of comprehension in chddren's 
problem solving DevelopmentalPsychology, 1970, 
2, 351-358. 

CLARK, H. H. Lingmstic processes in deductive reason- 
ing. Psychological Review, 1969, 76, 384-404. (a) 

CLARK, H. H. The influence of language in solving 
three-term series problems. Journal of  Expert- 
mental Psychology, 1969, 82, 205-215. (b) 

CLARK, H. H. Comprehending comparatives. In G. 
Flores d'Arcais & W. J. M Levelt (Eds.), Advances 
in psyehohngutsttcs. Amsterdam: North Holland 
Press, 1970. 

CLARK, H. H More about "Adjectives, comparatives, 
and syllogisms": A reply to Huttenlocher and 
Higglns. PsyehologicalRevtew, 1971, 78, 505-514. 

CLARK, H. H Semantics and comprehension. In T. A. 
Sebeok (Ed.), Current trends m hngtnstics, Vol 12: 
Lmgatsttes and adjacent arts and sciences The 
Hague: Mouton, in press. 

CLARK, H. H ,  & CHASE, W. G. On the process of 
comparing sentences against pictures. Cogn#ive 
Psychology, m press 

DESOTO, C., LONDON, M ,  & HANDEL, S Socml reason- 
ins and spatial paralogic. Journal of  Personahty 
and SoeialPsychology, 1965 2, 513-521 

GOU6H, P. B. Grammatical transformations and 
speed of understanding Yoarnalot 1/erbalLearning 
and Verbal Behavior, 1965, 5, 107-111. 

GOUGH, P B The verification of sentences" The effects 
of delay of evidence and sentence length. Journal 
of  Verbal Learning and Verbal Behavior, 1966, 
5, 492M96 

HUNTER, I. M. L. Tbe solving of three-term series 
problems. British Journal of  Psychology, 1957, 48, 
286-298. 

HUTTFNLOCHER, J. Constructing spatial images: A 
strategy In reasoning. Psychological Reriew, 1968, 
75, 550-560. 

HUTTENLOCHER, J., EISENBERG, K., & STRAUSS, S. 
Comprehension: Relation between perceived 
actor and logical subject. Journal of  Verbal Lear n- 
ing and Verbal Behavior, 1968, 7, 300-304. 

HUTTENLOCHFR, J., & HIGGINS, E. T. Adjectives, com- 
paratives, and syllogisms Psychological Review, 
1971, 78, 487-504. 

HUTTENLOCHER, ~1., HIGGINS, E. T., MILLIGAN. C , & 
KAUFFMAN, B. The mystery of the "negatwe 
equatwe" construction. Journal of  Verbal Learning 
and Verbal Behavior, 1970, 9, 334-341. 

HUTTENLOCHER, J ,  & STRAUSS, S. Comprehension and 
a statement's relation to the situation it describes. 
Journal of  Verbal Learnmg and Verbal Behavior, 
1968, 7, 527-530. 

JUST, M., & CARPENTER, P. Comprehension of negation 
with quantification Journal of  VerbalLearnmg and 
I~erbal Behavior, 1971, 10, 244-253. 

KATZ, J. J., & POSTAL, P. M. An integrated theory of  
hngutstie descriptions. Cambridge, Mass. : M.I.T. 
Press, 1964. 

LEECH, G. N. Towards a semantic description of  Eng- 
hsh. Bloomington, Ind.: Indiana University 
Press, 1970. 

SMITH, K. H., & MCMAHON, L. E. Understanding 
order information in sentences: Some recent work 
at Bell Laboratories. In G. Flores d'Arcals & 
W. J. M. Levelt (Eds.), Advances in psycho- 
hngmstics. Amsterdam: North Holland, 1970. 

STERNBERG, S. The discovery of processing stages: 
Extensions of Donders' method. In W. G. Koster 
(Ed.), Attention and petformance H. Acta Psycho- 
logica, 1969, 30, 276-315. 

TRABASSO, T., ROLLINS, H., & SHAUGHNESSY, E. Stor- 
age and verification stages in processing con- 
cepts. Cognitive Psychology, 1971, 2, 239-289. 

WALES, R. J., & GRIEVE, R. What is so difficult about 
negation ? Pet ception and Psychophysics, 1969, 6, 
327-332. 

WASON, P. C. Response to affirmative and negative 
binary statements. British Journal of  Psychology, 
1961, 52, 133-142. 

WASON, P. C., & JONES, S. Negatives: Denotation and 
connotation. BHtish Journal of  Psychology, 1963, 
54, 299-307. 

WRtGr~T, P. Transformations and the understanding 
of sentences. Language and Speech, 1969, 12, 
156-166. 

(Recewed September 30, 1971) 


