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ABSTRACT. We define an invariant of three-manifolds with an involution with non-empty fixed point
set of codimension 2; in particular, this applies to double branched covers over knots. Our construction
gives the Heegaard Floer analogue of Li’s real monopole Floer homology. It is a special case of a real
version of Lagrangian Floer homology, which may be of independent interest to symplectic geometers.
The Euler characteristic of the real Heegaard Floer homology is the analogue of Miyazawa’s invariant,
and can be computed combinatorially for all knots.

1. INTRODUCTION

In recent years, there has been a burst of interest in gauge theoretic invariants of 3- and 4-manifolds
equipped with an involution; such manifold-involution pairs have come to be called real manifolds. This
direction goes back to work of Tian and Wang who introduced and studied real Seiberg- Witten invariants
for Hermitian almost complex 4-manifolds [TW09]. Work of Nakamura considered Pin™ (2)-equivariant
homotopy refinements of the Seiberg-Witten equations and gave applications concerning the intersection
form with local coefficients of 4-manifolds and established some nonvanishing results [Nak13, Nak20].
More recently, Kato used this theory to detect non-smoothable actions of Z/2 x Z/2 on spin 4-
manifolds [Kat22]. Konno, Miyazawa, and Taniguchi developed a Floer K-theory for links via their
branched covers [KMT21, KMT23]. Li has been developing a real monopole Floer homology theory for
real 3- and 4-manifolds, as well as for webs and foams, and has produced a spectral sequence from
Khovanov homology to his theory [Li22,Li23,Li24]. Baraglia and Hekmati [BH24] have also studied
equivariant Seiberg-Witten theory of rational homology spheres with an involution. Striking recent
applications include Kang, Park, and Taniguchi’s use of real Frgyshov invariants to prove that the
(4n 4 2, 1)-cables of the figure eight knot are not slice [KPT24], and Miyazawa’s proof of the existence
of an infinite family of exotic RP?s in S* [Miy23]. The latter led to a proof of the existence of exotic
involutions on CP? [HKM24], and further generalizations were explored by Baraglia [Bar25].

Seiberg-Witten theory has a more computable symplectic counterpart, Heegaard Floer homology
[OS04c¢, 0OS04b, OS06]. In light of the interesting results coming from real Seiberg-Witten theory, it
seems natural to formulate a Heegaard Floer theoretic analogue. In the Seiberg-Witten setting, a choice
of an anti-linear involution on the spinor bundle which covers the involution of the underlying manifold
induces a real structure on the associated Seiberg-Witten configuration space. In the Heegaard Floer
setting, the analogue is to work with real Heegaard diagrams, in which the alpha and beta curves are
switched by the involution; these have been studied by Nagase [Nag79]. In this situation, we have an
involution on the symmetric product of the Heegaard surface which switches the alpha and beta tori.
Roughly, the goal is then to count invariant pseudo-holomorphic strips.

Our theory is a special case of what one might call real Lagrangian Floer homology. While real
Gromov-Witten theory is well-developed (see, for instance, [Wel05], [Sol06], [Cho08], [FT16], [Geol6],
[GZ18]), the focus in the literature has primarily been on counting real .J-holomorphic spheres (or
higher genus curves), some of which correspond to open curves with boundary on the fixed point
set M. Our approach is slightly different. Given a symplectic manifold (M,w) equipped with an
anti-symplectic involution, R, and a spherically monotone Lagrangian submanifold, L, we consider the
usual Lagrangian Floer homology HF (L, M*). Strips with one boundary on L and the other on M%
are in correspondence with R-symmetric strips with one boundary on L and with the other boundary
on its reflection R(L).
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In the present article, we consider closed, oriented 3-manifolds equipped with an involution, such
that the fixed point locus is non-empty and of codimension 2. We represent such a manifold by a real
pointed Heegaard diagram (H,w). To this data, we associate complexes:

CFR™(H,w), CFR™(H,w), CFR*(H,w), CFR(H,w).

over the polynomial ring F[U] where F is the field of two elements. We denote the respective homologies
by HFR®(Y, T, w), for o € {—, 00,4, "}. These can be equipped with an action of A*(H;(Y,Z)~ ™ /Tors).

Theorem 1. The isomorphism classes of the F[U] @ A*(H1(Y,Z)~™ /Tors)-modules HFR° (Y, T, w)
are topological invariants of the underlying pointed real 3-manifold (Y, 7, w).

As in the monopole setting, these groups split over real Spin®-structures on (Y, 7). There is a real
Maslov index, which gives rise to relative gradings. The variable U has degree —1 (and corresponds to
v; from [Li22]).

For a knot K C S3, one can consider the double branched cover ¥o(K) with the involution 7 given
by the deck transformation. For double branched covers over knots in S3, every Spin°-structure carries
a unique real Spin“-structure, and their total number is the determinant of the knot, det(K). In the
case that |Ag(—1)| = 1, the manifold ¥5(K) has a unique Spin®-structure, and Miyazawa defined an
invariant | deg(K')| which is the absolute value of the signed count of points in the framed moduli space
of solutions of the real Seiberg-Witten equations; see [Miy23] and [Li24, Theorem 1.3]. Miyazawa also
associated invariants to surfaces inside 4-manifolds, and showed that the invariant of the roll spun knot
of K (which is a 2-knot in S*) equals |deg(K)|. Using this, he showed that by taking the connected
sum of a standard RP? in S* with several roll spins of the pretzel knot P(—2,3,7), one gets an infinite
family of exotic RP%s in S*. The Miyazawa invariant is applicable to surfaces in S* of small genus,
and there is hope that it could be used to detect an exotic 2-knot.

In the case that |Ag(—1)] = 1, Miyazawa’s degree invariant ought to correspond to the Euler
characteristic of @(EQ(K), Tk ). More generally, for any knot K and any s € Spin®(3z(K)), we can
consider the Euler characteristic

Xs(K) == X(HFR(S5(K), 7, 5).

We have not developed absolute Z/2-gradings in our theory, so a priori xs(K) is well-defined only
up to sign. However, in our setting we can talk about a global change in signs, for all Spin® structures
at the same time. This gives more information, which we do not know how to see from Seiberg-Witten
theory. Precisely, we make the global change so that

Xtot(K) = ZXs(K)

is positive. This fixes the signs of all xs(K) € Z. (Further, one can show that the invariants x,(K) are
always odd integers.)

Work of Kang, Park, and Taniguchi computed the Miyazawa invariant for Montesinos knots [KPT24,
Corollary 1.6], via the techniques of [DSS23]. The Heegaard Floer analogue is much more straightforward
to compute.

Theorem 2. The invariants xs(K) (the Heegaard Floer analogues of Miyazawa’s invariant) can be
computed algorithmically for any knot K C S3.

Typically, the Euler characteristic of a Floer homology is a more classical invariant (e.g., the Casson
invariant for instanton homology, Turaev torsion for monopole or Heegaard Floer homology, the
Alexander polynomial for knot Floer homology). The Miyazawa-type invariants appear to be new,
and have unusual properties. For all knots with up to 8 crossings, we have x,(K) € {+1} for all s.
However, this stops being true for larger knots: there exist 10-crossing knots which have xs(K) = 3
for some s. For the pretzel knot P(—2,3,7) = 12n942, which has determinant 1 (so a single s), we
have xtot(K) = 3, in agreement with the calculation of |deg(K)| from Seiberg-Witten theory [Miy23].
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Further, even for small knots such as the trefoil, summing over Spin® structures yields a value of
Xtot (/) that is different from det(K) = x(HF (23(K)).

Apart from the Euler characteristic, the groups ]7]*7%(22 (K),TK) themselves can be computed
effectively in many cases, by counting holomorphic representatives of invariant domains. As an example,
in Section 6 we will do this explicitly for the knot 946.

Nevertheless, the current paper only sets up the definition and the basic properties of real Heegaard
Floer theory; there is much more work to be done. We expect the invariants HFR° to be natural,
and functorial under four-dimensional cobordisms equipped with involutions. When applied to double
branched covers, they should produce invariants of surfaces in four-manifolds that are more easily
computable than via Seiberg-Witten theory. Moreover, we should get absolute gradings, and Frgyshov
invariants similar to those in [KMT23] and [Li23]. In some cases, the theory could be extended to Z
instead of F coefficients. We also expect connections to Khovanov homology and to the usual Heegaard
Floer groups HF°(35(K)).

An orientation-preserving involution on a connected 3-manifold is either the identity or has a
(possibly empty) link C' as its fixed point set. In this paper we only consider the case where C' is
nonempty; then, we can place the basepoint on a component of C'. In the case of free actions, basepoints
must be placed in pairs, and the invariant appears to depend not only on the pair (Y, 7), but also on
the link determined by the basepoints.

Outline. In Section 2, we study the general case of real Lagrangian Floer homology; we establish
transversality for generic symmetric almost complex structures, compute the real Maslov index in
terms of the usual Maslov index, and consider gradings for the theory. In Section 3, we discuss real
Heegaard diagrams, real Heegaard moves, as well as real Spin®-structures. In Section 4, we study
bubbling and define our invariants. In Section 5 we prove invariance of the theory. In Section 6 we
compute some examples. Finally, in Section 7, we consider the Euler characteristic of the hat theory
for knots in 3.
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Srivastava, Mohan Swaminathan, Masaki Taniguchi, Yonghan Xiao for helpful conversations.

The authors were supported by the Simons Collaboration Grant on New Structures in Low-
Dimensional Topology. CM was also supported by a Simons Investigator Award.

2. REAL LAGRANGIAN FLOER HOMOLOGY

2.1. The set-up. Let (M,w) be a symplectic manifold. Suppose we are given an anti-symplectic
involution R, i.e. a smooth map R : M — M such that R? = id and R, (w) = —w. We let M denote
the fixed point set of R, which is necessarily a Lagrangian submanifold of M.

Let L C M be a compact Lagrangian that is monotone on disks; i.e., there exists A > 0 such that

(1) (W ryaa,2) = A+ bl a1,y
where p is the Maslov class. Note that this implies that M itself is spherically monotone:

(2) [w”ﬂ'z(M) = 5 : CQ|71'2(M)'

In turn, this implies that the Lagrangian M % is monotone on disks, because every disk with boundary
on M* can be combined with its reflection to give a sphere in M, and we can apply the relation (2).

The minimal Maslov number of a Lagrangian L is defined as the positive integer Ny such that
w(ma(M, L)) = NpZ. If L is orientable, then Ny, is even (in particular, at least 2). In the non-orientable
case, the minimal Maslov number could be 1.

We assume that M is either compact or convex at infinity, so that Gromov compactness applies.
We will also assume that the counts of index 2 disk bubbles (through a given point) on L and M are
zero, or that they cancel out. (When L or M has minimal Maslov number 1, we also need to assume
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that there are no contributions from index 1 disk bubbles. This makes the index 2 disk bubble counts
well-defined.)
Under these hypotheses, there is a well-defined Lagrangian Floer complex

CFR,(L) := CF,(L, M"™),

which we call the real Lagrangian Floer complez associated to L. We will be interested in interpreting
it in terms of certain symmetric J-holomorphic strips between L and its reflection R(L), instead of
ordinary J-holomorphic strips between L and M%.

A generator of CF, (L, M) is an intersection point between L and Mp. This can instead be viewed
as an element of L N R(L) which is fixed by the action of R:

LnM? = (LnR(L)".

Thus, the generators of CF, (L, M) are precisely the generators of CF,(L, R(L)) that are fixed by
the involution.
Let D =R x [0,1] be the complex strip with coordinates (s,t) and let p : D — D be the involution

p(s,t) = p(s,1—1).

Under the identification of D with the unit disk in C, the map p corresponds to complex conjugation.
Let J be the space of time-dependent almost complex structures on M which are compatible with w
and let Jgr be the subset of 7 which satisfies the additional symmetry condition:

(3) Jt o R* = —R* o Jlft.

This space is nonempty and contractible; see [Wel05, Proposition 1.1] for a proof in the time-independent
case, which can be easily adapted to our setting.
For x and y in L N M%, define II5(x,y) to be the set of homotopy classes of maps
u(s,0)€L, u(s,1)eM*
IIy(x,y) = qu:R x [0,1] = M| limes_ oo u(s,t)=x
lims 00 u(s,t)=y

Given ¢ € TIx(x,y) and J € J, let M(t)) be the space of strips u in the class ¢ which satisfy Floer’s
equation:

ou @

Q) o+ (s, 1) 5

This space has an action by R translation on the domain. We let /T/l\(d)) = M(%)/R be the quotient.
Given x,y € (LN R(L))%, define 7l (x,y) to be the set of homotopy classes of maps

u(s',O)GL,u(s,l)GR(L)
f(x,y) = {u TR % [0,1] = M| e ulnt)=x }

=0.

limgs 00 u(s,t)=y
u=Rouop

Elements of mf(x,y) will be called real invariant strips. Given ¢ € wi(x,y) and J € J, define
Mpr(¢) to be the moduli space of real invariant strips « which satisfy Equation (4). We let M p(¢) be

its quotient by R.
Given x,y € (LN R(L))? and J € Jg, there is a map

(5) R : H2(X’ Y) - ﬂ-;(xa Y)

given by gluing together 1) and Rowop. This map has a clear inverse, given by restriction. Furthermore,
given a J-holomorphic representative u : (D, D) — (M, LUM), the strips u and Rowop can be glued
together to form a J-holomorphic map (D, 0D) — (L, R(L)). Hence, there is a natural correspondence

—

between elements of M(1)) and elements of Mp(¢) where ¢ = R(1)).
In light of this correspondence, we will often conflate Ily(x,y) with 75 (x,y), and identify the

corresponding moduli spaces. We will mostly work with 74 (x,y) and M r(P).
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2.2. Transversality. Given a class ¢ € 74(x,y), the moduli spaces M r(®) are transversely cut out
for a generic J € J. If J lies in Jr, we may identify M r(¢) with the moduli space of real invariant
strips M r(®). However, a priori, it is not clear whether M r(®) is transversely cut our for a generic J
in jR.

For every (not necessarily J-holomorphic) strip u in the class ¢, the linearization of Floer’s equation
(4) is an operator

DE.T(wTM)® - DA T*D @7 u*TM)E,

where the superscript R refers to the following requirement: We are considering sections of bundles on
D, and we have a bundle map R, that covers the conjugation p on ID. We ask that the sections be
invariant with respect to R..

The operator D is an elliptic Real operator in the sense of [AS71]. As such, it is Fredholm when
extended between appropriate Banach completions. Its index is denoted

indz(¢) = dimker(DX) — dim coker(DX).

The index is invariant under Fredholm deformation, so it depends only on the class ¢ (rather than on
the specific w). This justifies the notation indg(¢).

Remark 2.1. The real index is the same as the ordinary index of the corresponding class R~1(¢) €
II5(x,y) between T, and M.

Proposition 2.2. For generic J € Jgr, the moduli space Mpg(9) is a smooth manifold of dimension
indg(¢).

Proof. The proof is similar to that of the usual transversality result in Lagrangian Floer homology;
see [FHS95], [Oh97] or [MS12]. Let us sketch the argument and point out the necessary modifications.
We will work with Banach completions throughout but we ignore them from notation for simplicity.

Consider the bundle End(7T'M, J,w) whose fiber at p € M consists of a smooth family of linear maps
Y, : T,M — T,M, t € 0,1] such that

)/;Jt + Jt}/t = 07 W(Y;ﬂ}vw) + W(vazw) =0.

A variation Y = §J of the data J € Jr is a section of End(T'M, J,w) that satisfies

(6) }/;5 o R* = —R* o Ylft

for all t € [0,1]. The space of such variations is the tangent space T;Jg.

Denote by 9;(u) the left hand side of Floer’s equation (4). By the Sard-Smale theorem, to ensure
transversality for generic .J, it suffices to prove that the map (u, J) — d;(u) has surjective linearization
whenever its value is 0. A standard argument shows that if this were not the case, we would find 7 in
the cokernel of D, such that

@ [@y@eduos =0
for al Y € T;Jr. (Here, j is the complex conjugation on TD.)
By [Oh97, Theorem 5.1], there is a dense set of points (s,t) € D such that
du(s,t) #0, u(s,t)Nu(R —{s},t)=2.
Given such an (s,t), we can find Z in the fiber of End(T'M, J,w) over (s,t) such that
(n(s,t), Z o du(s,t) o j(s,t)) > 0.

Using a smooth cut-off function, we can extend Z to a section Y supported in a neighborhood of
(s,1), such that the integral in (7) is positive. This section may not satisfy (6). To make it so, we
average Y with its conjugate Y given by

th =-—R,oY1 40R,.

Replacing Y by this average does not change the integral, because of the symmetry property of u.
Thus, we obtain a contradiction with (7). O
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2.3. The real Maslov index. For x,y € (LN R(L))%, there is a forgetful map

TFZR(X7y) - 7T2(x7y)7 d) — (ZS
where m3(x,y) denotes the space of homotopy classes of all strips from x to y between L and R(L)
(not necessarily R-invariant).
The ordinary moduli space M(¢) of J-holomorphic curves (without the R-invariance condition) has
virtual dimension equal to the Maslov index

ind(¢) = dim ker(D,,) — dim coker(D,,),

where u is any strip in the class é (J-holomoprhic or not). Similarly, the virtual dimension of the
moduli space Mpg(®) is given by the real index

indg(¢) = dimker(DE) — dim coker(DF),

where now u is R-invariant.

There is a formula which enables us to compute the real index from the usual one. Before stating it,
we define a quantity o(L, x) associated to the Lagrangian L and each intersection point x € (LNR(L))*.
Since L and R(L) intersect transversely at x, they must also intersect transversely with M% there.
Thus, inside Tx M we have three linear Lagrangian subspaces that are pairwise intersecting transversely:
TiL, Ty (R(L)), and Ty (M%) = (TxM)®. We define o(L,x) to be the Kashiwara-Wall index (also
known as the triple Maslov index) associated to these three subspaces:

o(L,x) = s(TL, Ty (R(L)), T M?).
For the definition of the triple index s, see [Wal69, LV80, CLM94,dG09]. In our setting, it can be
interpreted as follows: we let T, L be the graph of a symmetric linear function
F:.T,M"? - J.- T, M"
and let o(L,x) be the signature of F. Note that (L, x) =n (mod 2).

Proposition 2.3. Let ¢ € n(x,y) and é its image in ma(x,y). Then:
7 O'(L,X) _U(L7Y)

(8) ind(¢) = 2indg(¢) + 5 .

Proof. Observe that indg is invariant under perturbations of the Fredholm operator. Thus, after
trivializing w*TM over the disk, we can think of indg as associated to a path A = (A¢)¢ejo,1) of
Lagrangian subspaces of C™, starting and ending at Lagrangians transverse to their conjugates; that is,

Aih A, i=0,1.
(In our case, Ag = Tk L and Ay =T L.) )

We have both an ordinary Maslov index p(\) = ind(¢) and a real Maslov index pr(A) = indg(¢)
associated to the path A. Consider the quantity

5(N) = 2u(N) — (M-
If the endpoints Ag and A; are kept constant, there is a Z choice of possible paths A, corresponding
to the fundamental group of the Lagrangian Grassmannian 71 (U(n)/O(n)) = Z. Concatenating with
a loop in the generator of Z adds 2 to u(\), because we get a contribution of 1 to the Maslov index for
both paths (A;) and (A;). (For the definition and properties of the Maslov index for paths, we refer
to [Vit87], [RS93], [RS95].) On the other hand, the contribution to the real index pgr(A) is 1, because
we divide out by the symmetry. Therefore, §(\) stays constant under concatenation with a loop. It
follows that § depends only on the endpoints, so we can write:

6(A) = (Ao, Ay).
Furthermore, both ind and indg are additive under concatenation. Therefore,

(9) 6(A0,A2) :6(A07A1)+5(A1,A2).
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If A € C" is a Lagrangian transverse to A, it must be of the form
A ={(z,i1Az) |z e R"} C C" =R" ®iR",

where A : R" — R” is self-adjoint, i.e. representable by a symmetric matrix. We let o(L) be the
signature of that matrix, and write A = IT'(4).

In particular, let A = T'(I) be the diagonal (associated to the identity matrix). Setting f(A) =
d(A, A), we deduce from (9) that ¢ is of the form

6(Ao, A1) = f(Ao) — f(A4).
We claim that

(10) ) =

To prove this, note that the ordinary and real indices, and hence f, are invariant under deformations.
The connected components of the space of symmetric n-by-n matrices are characterized by the signature,
so it suffices to compute f(A) when A =T'(A) and A is diagonal with entries only 1 and —1.

Furthermore, the indices and hence f are additive under direct sums; so is the right hand side of
(10). Therefore, it suffices to check (10) for the graphs of I and —I when n = 1. This can be done
explicitly. To compute f(A) = 0(A, A), we can take A to be the constant path, in which case both the
index and the real index are zero; we get f(A) = 0. To compute f(V) =06(V,A) where V=T(-1) is
the anti-diagonal, we let the path A\ = (A;) consist of the lines of slope —1 + 2t in R, for t € [0, 1].
Then, the class ¢ is the bigon shown in Figure 2.1. The bigon has a unique holomorphic representative
modulo translation by R, and the moduli space is transversely cut out; thus, ind(¢) = 1. The same
goes for the invariant moduli space, so we also have indg(¢) = 1. We get that f(V) = d(A) =1, and
therefore Equation (10) holds in this case, too. We deduce that it holds in general.

The formula (8) easily follows from (10), because we have o(L,x) = o(TxLo) and o(L,y) =
o(TyLy). O

Ay

FIGURE 2.1. A bigon domain from a path from Ag = T'(—1) to A; = T'(J).

Remark 2.4. In some situations we may have indg(¢) > ind(¢) (see Example 4.7). In such a case,
note that there is no J € Jr(¢) for which we can obtain transversality for both the space of ordinary
J-holomorphic curves between L and R(L), and the space of R-invariant ones. Indeed, if such a J
existed, the cokernels of the two linearized operators would be zero, and we would have

indg(¢) = dimker(D) < dimker(D,,) = ind(¢).

2.4. The real Lagrangian Floer complex. We can now define the Floer complex CFR,.(L) =
CF.(L, M%) in terms of invariant holomorphic strips. For simplicity, we work with coefficients in
F=2/2Z.

We let CFR.(L) be generated over F by intersection points in (L N R(L))%, and equipped with the

differential .
ox = Z Z #MEg(9)-y.

YE(LNR(L)T penli(x,y)
indr(¢)=1
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Here, #M\ r(®) € I is the count of real invariant holomorphic strips, with respect to a generic J € Jg.
When we want to emphasize the dependence on J, we write CFR. (L, J).
We denote the homology of CFR.(L) by HFR.(L).

Lemma 2.5. The real Lagrangian Floer homology HFR.(L) is independent of the choice of invariant
almost complex structure (up to isomorphism).

Proof. The usual continuation arguments from Floer theory apply. We sketch them here for convenience.

Since Jg is contractible, any two choices of symmetric almost complex structures Jy and J; can
be connected by a path Js (which is a two-parameter family of almost complex structures.) Pick a
generic such path. There is a map

(I)JS : CFR*(L, J()) — CFR*(L, J1)7

defined by
o x)=) > #Mi@y,
y ¢€7‘—2(x7y)
indgr(4)=0

where M'}]g (¢) is the moduli space of holomorphic strips with time-dependent almost complex structures
on the codomain. By considering the ends of one-dimensional moduli spaces, one can deduce that @,
is a chain map.

To see that ®;, is a homotopy equivalence, choose a path J; r of 2-parameter families of almost
complex structures, so that J, ¢ is Js * J1_s and J; 1 is independent of s. We may assemble the spaces

./\/l}]{’T(qS) for T € [0, 1] into a single moduli space, and define

I
Hx) =Y Y  #Mg @)y
Yy  dema(xy)
indr(¢)=-1
By once again examining the ends of MIJ{’T(qS) for curves with indg(¢) = 0, it follows that H defines
a homotopy between ®;, o ®; . and the identity. |

2.5. Gradings. If the original Lagrangian Floer complex CF. (L, R(L)) has a (relative or absolute)
Z/2N-grading gr, then the real Lagrangian Floer complex CFR,(L) has a (relative or absolute)
Z/N-grading grg. Indeed, in view of Proposition 2.3, we can set

o(L,x) — n)

() () = 3 (00 + 7%

In the case when the grading is absolute and N is even (so that the original Floer complex is
7 /4-graded), the real Lagrangian Floer complex is at least Z/2-graded and we can define its real Euler
characteristic

Xr(L) := x(HFR.(L)).

This is reminiscent of an invariant defined in [FKM23], in the context of symmetric periodic orbits.

When we only have a relative Z/2-grading grp, the Euler characteristic x g(L) is well-defined only
up to sign.

Another way to induce a Z/2-grading on the real Lagrangian Floer complex is by choosing orientations
on the Lagrangians L and M (when such orientations exist). In that case, the intersection points
acquire signs, and the resulting Euler characteristic is simply the intersection product:

Xr(L) = [L] - [M7].

We use the notation X g to distinguish it from xr. The two Euler characteristics agree (at least up
to sign) when any two intersection points x and y are related by a homotopy class of strips, i.e.
ma(x,y) # . However, there exist situations when y g and Xg are different; see Example 7.5.

When L and M are orientable but we do not choose orientations, the Euler characteristic Yz(L)
is well-defined only up to sign.
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3. REAL HEEGAARD DIAGRAMS

In this section, we adapt some of the basic notions of classical Heegaard Floer theory to the invariant
setting. Throughout, Y is taken to be a closed, connected, oriented 3-manifold equipped with an
involution 7 whose fixed set, which will be denoted C, is non-empty and of codimension 2. Note that
this ensures that the involution is orientation-preserving.

We refer to the pair (Y, 7) as a real 8-manifold.

3.1. Real Heegaard Diagrams. Recall that a genus g Heegaard splitting of Y is a decomposition of
Y as U, Us;, Ug where X is an oriented surface of genus g and U, and Ug are handlebodies. A handle
decomposition for a handlebody U can be specified by choosing a collection of g disjoint, simple closed
curves {a1,..., g} (which are usually called attaching circles) which are linearly independent in ¥;
then, U is built by attaching 2-handles along these curves followed by a single 3-handle. Therefore,
by fixing two sets of attaching circles @ = {aq,..., 04} and 8 = {f1,..., 8,4}, we specify handle
decompositions for U, and Ug, and we can reconstruct Y. The data (X, o, 3) is called a Heegaard
diagram for Y.

In the presence of an involution 7 on Y, we may consider Heegaard splittings which respect the
symmetry in some way. We will be interested in real Heegaard splittings, in which the two handlebodies
are swapped by the involution, i.e. 7(U,) = Ug. Since 7T preserves the orientation on Y, observe that
it must reverse the orientation on ¥ = 90U, = —0Ug.

Real Heegaard splittings can be specified by real Heegaard diagrams.

Definition 3.1. A real Heegaard diagram is a pair (H, R), where H is a Heegaard diagram
H = (E, {061, . ,ozg}, {61, . aﬁg})

and R is an orientation-reversing involution R : ¥ — 3 with the property that R(a;) = §; for all i.

Clearly (H, R) specifies a real 3-manifold: we attach 2-handles along the attaching curves and fill
the remaining boundary with a pair of 3-balls to obtain a 3-manifold Y (#). We extend R over Y (H)
by mapping the 2-handle attached along «; to the 2-handle attached along 5; = R(«;) and by mapping
the 3-ball filling the alpha handlebody to the 3-ball filling the beta handlebody. We say that (H, R) is
a real Heegaard diagram for (Y, 7) if there is a diffeomorphism f : Y (H) — Y so that 70 f = fo R.

Proposition 3.2. Fvery real 3-manifold (Y, 7) has a real Heegaard diagram.

Proof. According to a theorem of Nagase [Nag79, Proposition 2.4], every real 3-manifold admits a
real Heegaard splitting. A handle decomposition for either of the resulting handlebodies determines a
handle decomposition for the other by symmetry. We obtain an involution of the splitting surface by
restricting 7. This data specifies a real Heegaard diagram. O

Since we will need to construct Heegaard diagrams for specific real 3-manifolds, we present below
a proof of Nagase’s theorem that can be used in practice. Note that real 3-manifolds (Y, 7) are in
one-to-one correspondence with double branched covers (of the quotient X := Y/7 over the projection
L of C). The idea is to build the real Heegaard splitting by starting from the quotient.

Let L be alink in a closed 3-manifold X. It is well-known that L admits a branched double cover if and
only if [L] =0 € H1(X;Z/2); and if it does, then it admits | H2(X; Z/2)| many. (Compare [Li22, Remark
3.15].)

Definition 3.3. A surface F' smoothly embedded in X is a spanning surface for L if OF = L. (Note
that F' is not necessarily a Seifert surface, as we do not require that F' be orientable.)

Definition 3.4. We say that a spanning surface F' is free if X \ v(F') is a handlebody.

We begin with the observation that any link which admits a spanning surface in fact admits a free
one. This argument was suggested to us by Robert Lipshitz.

Lemma 3.5. Let L be a link in a 3-manifold X such that [L] =0 € H{(X;Z/2). Then, L admits a
free spanning surface F C X.
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Proof. Let Xy, := X ~ v(L). Since L represents a trivial mod 2 homology class, there is a class
a € Hy(X,L;Z/2) with da = [L]. By excision and Poincaré duality, we have Hy(X,L;Z/2) =
Hy(X1,0X1;7/2) =2 HY(X[;Z/2), so we may identify o with a class in [ X, RP*™]. By cellular and
smooth approximation, « can be represented by a smooth map f. : X1, — RP® which is transverse to
RP? € RP?. Hence, Fy := f; ' (RP?) is our desired spanning surface for L. We note that the natural
map Ho(X;Z/2) — Hy(X,L;Z/2) is injective; hence, Hy(X;Z/2) acts freely on the set of relative
homology classes of spanning surfaces for L. Clearly, the action is transitive (if A, B are spanning
surfaces, their classes [A], [B] € Ha(X, L; Z/2) differ by the image of [A Uy, B] € Hy(X;Z/2)).

We may modify Fy within its homology class to obtain a free spanning surface for L. Fix a handle
decomposition of Fjy into disks and bands. Fix a triangulation 7 of X which is adapted to Fj in the
following sense: we choose vertices so that the cores of the disks of Fy are vertices, and the cores of
the bands of Fy are unions of edges of 7. We shall now modify Fy using 7. For each vertex of T
not contained in Fy add an additional disk and for each edge not in Fy, perform a band sum. The
resulting surface, Fi, is isotopic to the union of Fjy together with a collection of bands, B;. Note,
the complement of F} is clearly a handlebody — it is a neighborhood of the 2- and 3-simplices of T —
though its boundary is no longer isotopic to L. To amend this, for each new band B; in F;, we attach
a dual band Bj; the resulting surface F is still free (the dual bands change the handlebodies by a
stabilization) and has boundary isotopic to L, as the bands B; with their duals form tubes, which do
not change the isotopy class of the boundary. See Figure 3.1. g

i)

(a) (0)

FIGURE 3.1. (a) A band B and its dual band B* attached to the surface Fp; (b) The
resulting thickened surface.

Proposition 3.6. Let L C X be a link such that [L] = 0 € H1(X;Z/2). Then, for any branched
double cover'Y of X along L, there is a real Heegaard splitting of X with respect to the branching
involution.

Proof. According to Lemma 3.5, there exists a free spanning surface F' for L. Let us explain how
such a surface naturally give rise to a real Heegaard splitting for some branched double cover along
L. Since F is free, its complement is a handlebody H. The boundary of v(F) has a natural
involution. If F' is orientable, then O(vF) = F x I U L x I; in this case, let R be the involution
which swaps the two components of F' x dI and reflects L x I through L. If F' is nonorientable, then
O(wF) = d(FxI) = FUL x I, where [ is the orientation double cover of F. In this case, we define R
to be the involution which acts by deck transformations on F and by reflection through L on L x I.
In either case, we may form the space

Yip) = H Uy H,

which clearly is a branched double cover of X along L. We note that up to diffeomorphism, this
cover only depends on the homology class of F; if F and F’ are homologous, the sequence of surgeries
taking F' to F’ lifts to a sequence of real Heegaard moves relating the two splittings (in the sense of
Section 3.2 below).
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In order to see that this construction realizes all branched covers along L, we note that it defines a
map

(12) Mod 2 homology classes N {Branched double}
of spanning surfaces for L covers along L | -

Both the domain and the codomain are affinely identified with Hy(X;Z/2) as Ha(X;Z/2)-spaces. If
F is a spanning surface for L and « be a class in Hy(X;Z/2), the branched covers Y[z and Y|pj4q
restrict to honest covers of X1, and therefore determine classes in H'(Xy;Z/2); these covers restrict
to the same cover of Ov(L), they must differ by an element z of H!(X;Z/2). Indeed, they differ by
x = PD(a). Tt follows that the map (12) respects the group actions on the two sides, and is therefore
bijective. |

Remark 3.7. We note that when [L] =0 € H1(X;Z), we can produce a real Heegaard diagram for its
branched double cover whose quotient is orientable. Indeed, we can choose o € Ho(X, L; Z) = HY(X;7Z)
as above, represent it by a map f, : X — S! and choose Fy = f;({pt}), which will be orientable.

3.2. Real Heegaard Moves. As in the classical setting, real Heegaard diagrams are unique up to the
appropriate notion of stable equivalence. Things are slightly more subtle in the real setting, as we not
only need to track pairs of attaching circles, but also involutions on the Heegaard surface. Therefore,
before addressing the uniqueness of real Heegaard diagrams, it will be helpful to briefly describe the
kinds of surfaces with involutions we will encounter.

Surfaces with involutions have been classified. (For a modern perspective on the matter, see [Dugl9].)
Since we will assume throughout that our involutions have fixed sets of codimension 2, there are only
two types of Z/2-surfaces which can arise up to isomorphism.

The first class of involutions on a genus g surface X, is given by embedding ¥, in R? and reflecting
through the xy-plane as on the left frame of Figure 3.2. In this case, the fixed set C is a separating
submanifold, and the quotient is an orientable surface with |C| boundary components.

The second class of involutions can be built from the first. Fix a pair of points p, 7(p) € £, and
attach a tube S! x I. By restricting the antipodal map on S? to S? \ v(S%) = St x I, we may extend
the involution on X, \ (v(p) Uv(7(p)) over the newly added handle. The underlying surface is of course
Yg4+1, but the quotient is now nonorientable and the fixed set C' is no longer separating. By attaching
r tubes in this fashion, we obtain an involution on a surface of genus g + r with nonorientable quotient
and |C| boundary components. See the right frame of Figure 3.2.

T T

/\ /\
N

FIGURE 3.2. Left: a Z/2-surface with orientable quotient. The involution is given
by reflection. Right: A Z/2-surface with nonorientable quotient; the involution is
reflection on the complement of the handle h and the antipodal map on h.

A given real 3-manifold can admit Heegaard diagrams with either type of underlying Z/2-surface.

Example 3.8. Consider the diagrams in Figure 3.3. The fixed sets are drawn in green. It is clear that
each diagram represents S3. The leftmost diagram has an orientable quotient and the involution is
given by reflection. The remaining diagrams have nonorientable quotients. Near the fixed set, the
involution is given by reflection. The complements of regular neighborhoods of the fixed sets are annuli,
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and the involution is the antipodal map. Since there is a unique involution on S? with fixed set S up
to conjugation, each of these diagrams must represent the same real 3-manifold.

T T

o) (Q )1 C

FIGURE 3.3. Three real Heegaard diagrams for (S3,7). The fixed sets of the various
involutions are shown in green.

Now we move to the question of the uniqueness of real Heegaard diagrams. As expected, any two
real Heegaard diagrams should be related by a finite sequence of real Heegaard mowves. The first two
moves are quite simple:

Definition 3.9. A real isotopy is an isotopy ¢; of the attaching curves such that for all ¢ we have
T(de(i)) = ¢u(Bs)-

Definition 3.10. If ] is the curve obtained by doing a handleslide of a; over «;j, there is a
corresponding beta curve, 8;, which can be obtained by applying 7 to . A real handleslide is the move
which replaces (X, a1,..., a4, ..., 04,01, ..., Bi...,Bg) with (2, a1,...,0],...,0q,81,...,8,...,8q)-
We think of this move as simultaneously sliding «; and 8; over «; and ; respectively.

Finally, there are stabilizations. In light of Example 3.8, it is probably unsurprising that there are
several kinds of stabilization operations that can be performed on a real Heegaard diagram.

Definition 3.11. Let H = (X, o, 3,7) be a real Heegaard diagram. Let E the standard genus 1
Heegaard diagram for S® with attaching curves ag and By that intersect in single point. Let E’ be the
diagram obtained from F by swapping the alpha and beta curves (which we call oy and §;). Fix a
point p € ¥ \ v(C). Perform a connected sum with F at the point p and a connected sum with E’ at
7(p). Let H' = (X' = T?*#X#7T?% a U {ap, a1}, BU{Bo, f1}) be the resulting Heegaard diagram, and
extend 7 over the new handles so that «g and 31 are swapped, as are 5y and 7. See Figure 3.4. We
call this move a free stabilization.

Definition 3.12. Let (FT,R) be the real Heegaard diagram for (S3,7) shown in the center of
Figure 3.3, where F'* = (T2, a, B4). Let c; be a point in the fixed set of F™ and let ¢ be a point
in the fixed set of H. Let H” = (X = S#T? a U {ay},BU{B+}) be the diagram obtained by
taking a connected sum of H with I at the points ¢ and c,. We call this move a positive fized point
stabilization. Let (F~, R) be the real Heegaard diagram shown on the right of Figure 3.3. A negative
fized point stabilization is given by taking a connected sum with (F~, R).

We will refer to free stabilization, and positive and negative fixed point stabilization collectively as
real stabilizations.

For the time being, we distinguish positive and negative fixed point stabilizations. We do so for the
following reason. A choice of real Heegaard splitting for (Y, 7) gives rise to a preferred framing for
the fixed set, C. When ¥ has orientable quotient, C' is a separating curve, so cutting ¥ in half along
C yields a Seifert surface for C. It follows that C is nullhomologous and the framing determined by
C agrees with the Seifert framing. If ¥ has a nonorientable quotient, the fixed set will no longer be
separating, and C' may no longer be nullhomologous (though its image in the quotient X = Y/7 will
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FI1GURE 3.4. Top: A free stabilization. Bottom: A fixed point stabilization.

represent a trivial class in Hy(X;Z/2)), so does not have a canonical framing. Nevertheless, we can
consider the effect our various stabilization operations have on the framing of C. It is clear that free
stabilization preserves the framing. From Figure 3.3, it is also apparent that the fixed set in F'T has
framing +1, and therefore, when a positive fixed point stabilization is performed, the framing will be
increased by 1. Similarly, a negative fixed point stabilization will decrease the framing by 1.

Definition 3.13. We say that two real Heegaard diagrams (H, R) and (H, R’) are real stably equivalent
if they become diffeomorphic after a finite sequence of real isotopies, handleslides, and stabilizations.

Proposition 3.14. Any two real Heegaard diagrams for (Y, T) are real stably equivalent.

Proof. Let (H, R) and (H, R’) be two real Heegaard diagrams for (Y, 7). Without loss of generality,
we may assume that both of these diagrams induce the same framing of C, because any framing of
C' can be realized by a sequence of fixed point stabilizations. According to Nagase [Nag79, Theorem
1], any two real Heegaard splittings for (Y, 7) which induce the same framing can be related by a
sequence of free stabilizations and diffeomorphisms which conjugate the involutions on Y. In our
definition of free stabilization, the feet of each added tube is attached in the same region of ¥ \ (aU3),
though Nagase allows for more general free stabilizations, in which the attaching tubes may have have
non-adjacent feet. The latter move can be decomposed into a sequence of the real Heegaard moves, as
we have defined them. Indeed, when such a stabilization is performed, we choose a new pair of alpha
curves; the first can be taken to be a core of the first tube, but the other alpha curve must pass over
the second tube and connect its two feet. If the this alpha curves does not cross C, it is easy to see
that such a generalized stabilization is equivalent to ours after a sequence of real handleslides and a
diffeomorphism. If this path crosses C, we reduce to the first case by performing a sequence of positive
and negative fixed point stabilizations and diffeomorphisms. See Figure 3.5 for this procedure.

Once we fix the real Heegaard splitting, [OS04c, Proposition 2.2] shows that any two sets of attaching
alpha circles are related by isotopies and handleslides. We can upgrade these moves to real isotopies
and handleslides by moving the beta curves accordingly. |

3.3. Multi-pointed real Heegaard diagrams. As is typical in Heegaard Floer theory, we will work
with pointed Heegaard diagrams. Inspired by [OS08], we allow a more general setting, in which there
can be several basepoints and more than g curves of each type.

Definition 3.15. A multi-pointed real Heegaard diagram for (Y, 7, w) consists of the following data:
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F1GURE 3.5. Top row: a free stabilization in which the curves running between the
feet intersect once on C. This can be reduced to a pair of fixed point stabilizations by
a real handleslide and a diffeomorphism. Bottom row: the curves connecting the feet
of the tubes intersect several times along C'; by applying a free stabilization followed
by a real handleslide and diffeomorphism as in the configuration in the top row, we
can reduce the number of intersections on C. Repeatedly using this trick, we can
reduce to the standard free stabilization shown in Figure 3.4.

Q@E

® ®

(1) A real Heegaard splitting for Y into handlebodies U U 7(U) such that w C C;

(2) two collections of m = g(¥) + |w| — 1 disjoint simple, closed curves e = {a,...,a;} and
B={B1,...,Bm} in ¥ which bound compressing disks in U and 7(U) respectively, with the
property that each component of ¥ \ a and X \ 3 contains exactly one basepoint;

(3) an involution 7 : ¥ — ¥ which exchanges o and 3.

The real Heegaard moves from Section 3.2 admit straightforward generalizations to the case of more
curves. Furthermore, pointed real Heegaard moves are those real Heegaard moves supported in the
complement of the basepoints.

Lemma 3.16. Any two multi-pointed real Heegaard diagrams representing (Y, T, w) can be connected
by a sequence of pointed real Heegaard moves.

Proof. The proof of Proposition 3.14 extends to the case of arbitrary m > ¢(3) to show that the
diagrams can be connected by a sequence of real Heegaard moves. We can easily arrange the handleslides
and stabilizations to happen in the complement of the basepoints, by a small real isotopy. It remains
to show that we can also avoid real isotopies that cross a basepoint. Since the alpha and beta curves
transform together, it suffices to show that any isotopy of an alpha curve that crosses a basepoint
can be replaced by a sequence of handle slides in the complement of the basepoint. For the case
of a single basepoint, this follows just as in [OS04c, Proposition 7.2] and for multiple basepoints
from [OS08, Proposition 3.3] or [Juh06, Section 2]. O
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When (Y, 7) is represented by a real Heegaard diagram, we will abuse notation and simply write 7
(instead of R) also for the involution on the Heegaard surface.

Remark 3.17. Of course, the moves above cannot move basepoints between different components of
the fixed set. Hence, when |w| < |C|, some components of the fixed set are necessarily distinguished.
In the case that |[w| =1 < |C], it would be interesting to know whether the resulting real Heegaard
Floer homologies are isomorphic.

Remark 3.18. It may also be possible to extend the theory to free actions, but due to the need to
choose pairs of basepoints (w and 7(w)), the resulting theory would depend on the 7-invariant knot
determined by w and 7(w). In some cases, the basepoints can be chosen to lie in the same component
of the Heegaard diagram, and so the associated knot is a local unknot. However, it is unclear to us if
one can always choose the basepoints in this manner.

3.4. Real Invariant Domains. Given a multi-pointed Heegaard diagram H = (X, a, 3, w) for
Y, the Heegaard Floer invariants are defined in terms of Lagrangian intersection Floer homology.
One considers the symmetric product Sym™ (X) which contains two half-dimensional submanifolds
To =01 X ...Xay and Tg = f1 X ... X B, determined by H. By the work of Perutz [Per(08], there
is a symplectic form on Sym™(X) with respect to which T, and Ty are Lagrangians. (Perutz only
considered the case where m is the genus g of the surface, but his proof applies in general.) The
Heegaard Floer complex of Y is defined to be CF.(T,, Tg) relative to some divisors determined by
the basepoints.

An involution of ¥ induces an involution of M = Sym™(X). As suggested in the Introduction, the
real Heegaard Floer homology of (Y, 7) is to be the Lagrangian Floer homology of T, and M in M.
This will be a particular case of the construction from Section 2.

Given a pair x,y € T, N M, we are therefore interested in pseudo-holomorphic representatives of
Whitney disks ¢ € TI(x,y). Rather than work directly with classes in IT5(x,y), we instead work with
their corresponding invariant classes ¢ = R(v)) € ml(x,y); see the discussion at the end of Section 2.1.

As is standard in Heegaard Floer theory, it is often more convenient to work with domains in X,
rather than disks in Sym™(X). Given a point w € ¥, there is a map

Ny : T2(X,y) = Z

taking a class ¢ to the algebraic intersection number of ¢ with {w} x Symm_l(E). More generally,
given a collection of points w = {w1,...,w,}, there is a map n : ma(x,y) — Z" given by

Nw (9) = (N, (@), -+ M, (9))-

Let Dy, ...,Dy be the connected components of ¥ \ {a U 3}, and pick a point p; in D;. Given a
holomorphic strip w : (D, 9D) — (Sym™(X), T, U Tp), its associated domain is the 2-chain D(u) =
> i np (w)D;. In light of the correspondence with real invariant strips, to a holomorphic strip « :
(D, OD) — (Sym™ (%), T, U MF) we may associate the domain of the real invariant strip R(u) to aid
in visualization.

A periodic domain is a integral 2-chain on ¥ whose boundary is a linear combination of the alpha
and beta circles, and whose multiplicity at all w; is zero. A Whitney disk ¢ € ma(x, x) represented
by such a domain is called a periodic class. The set of integral periodic domains is denoted by IIy.
If we use rational instead of integral coefficients, the resulting set is denoted Ilg. There are obvious
analogues in the real setting. We let H% be the subset of II; which consists of real invariant periodic
domains. We similarly define II§ C Ilg.

The spaces I and 11 are closely related to the topology of Y. There is a map

H:1lz — Hy(Y ~w;Z)
given by capping off a periodic domain with the the compressing disks for the alpha and beta curves
in its boundary. This is an isomorphism; see [OS04c, Proposition 2.15] and [Zem15, Lemma 4.8].

Moreover, it is clear that real periodic domains are taken to —7,.-invariant elements of Ha(Y ~\ w;Z).
In fact, we have the following.
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Lemma 3.19. The map H : I} — Ho(Y ~ w;Z)~™ is an isomorphism.

Proof. This follows just as in the proof of [Zem15, Lemma 4.8]. Injectivity is immediate. Surjectivity
follows from the observation is that ¥ \ w is obtained from ¥ by attaching 2-handles along the
alpha and beta curves. A 2-cycle Z generically intersects the cocores transversely, and therefore can
homotoped to a surface which is homologous to a 2-chain P in ¥ capped off by the cores of the handles
it spans. Since a periodic domain is determined by its boundary, the —7,-invariance of its boundary
forces P to be a real invariant domain. (]

Given x and y in T, N Tg, there is an obstruction to the existence of a disk from x to y, as follows.
Let a be a path from x to y in T, and b a path from x to y in Tg. Their difference is an element of
m1(Sym™ (X)) = H1(X). Define e(x,y) to be the image of this loop under the identification

Hi(Sym™ (X)) H, (%)
Hy(To) ® Hi(Tg) o],y [aml], [Bi]s - -+ [Bm]
This class is independent of the choice of paths a and b and vanishes if and only if m3(x,y) is non-empty.

If Y is equipped with an involution, the path a from x to y determines a path b, by applying the
involution. The difference (a — b) represents a class in Hy(Y;Z)~ ™. In fact, we can say slightly more.
Fix a 7-equivariant CW-complex for Y. There is a transfer map

0:C*"Y;Z) - C*(Y/1;2),
defined as follows: if e is a cell of Y and ( is a cochain, we define
O(B)([e]) = Ble) + B(r(e)).

Descending to cohomology, this map fits into a commutative diagram:

(13) >~ [, (Y).

H*(Y:Z) L H(Y:2)"

x y’
H*(Y/7;7).

In particular, ker(©) C ker(1 + 7*) = H*(Y;Z) ™, and as we shall see, PD(e(x,y)) is actually an
element of ker(©) C H*(Y;Z)™™ (see Lemma 3.25).

In the real case, there is a refinement of e(x,y), which obstructs the existence of a real invariant
domain from x to y. Given a (possibly noninvariant) class ¢ € m2(x,y), consider its domain D as a
2-chain in ¥. Applying 7 to D yields a new domain 7(D). Since 7 is an orientation reversing involution
of ¥, the domain 7(D) should be viewed as going from 7(y) to 7(x); since x and y were assumed to
be invariant intersection points, 7(D) represents a class in 72 (y, x). Hence, D + 7(D) is an invariant
periodic domain starting at x. By capping it off, we obtain an element H(D + 7(D)) € Hy(Y;Z)™. If
we had chosen a different domain, D', the difference

H(D+7(D))—H(D +7(D"))=(1+7.)(H(D-7D"))

would be in the image of (1 + 7.) : Ho(Y;Z) — H2(Y;Z). Hence, assuming ¢(x,y) = 0, we can
associate to x and y a well-defined class
Hy(Y;Z)™

((x,y) € m,

which does not depend on the choice of domain. Note that ((x,y) = 0 if there is a real invariant
domain connecting x and y. Therefore, we may partition (T, N Tg)R into equivalence classes, where
x ~y if and only if e(x,y) = 0 and {(x,y) = 0.

Remark 3.20. See Section 3.7 for a definition of {(x,y) in the case when e(x,y) # 0.

Remark 3.21. Here and later, when we write im(1+ 7.), we mean the image of the map (1+ 7.) defined
on Hy(Y;Z), not on Hy(Y;Z)™. Similarly, after applying Poincaré duality, im(1 + 7*) will mean the
image of the map (1 4 7*) defined on H*(Y;Z), not on H*(Y;Z)7 .
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3.5. Real Spin°-structures. As in the monopole Floer setting, the real Heegaard Floer invariants
split over real Spin®-structures. In this section, we review the relevant definitions from [Li22]. Then,
following Turaev [Tur97], we define a notion of real Euler structures, and show that these naturally
correspond to real Spin‘-structures.

Definition 3.22. Let (Y, 7) be a real 3-manifold. A real vector bundle over (Y, ) is a complex vector
bundle £ — Y equipped with an anti-linear involution R : E — E which covers 7. The data (E, R) is
called a real structure on (Y, 7).

Rather than work with pairs (E, R), we will often pass to the associated U(n)-bundles; the involution

determines a map R : Fr(F) — Fr(FE) given by composition. Here, we need to work with the conjugate
bundle Fr(E), since the anti-complex linear map R takes unitary frames C" = E, to anti-unitary

frames C" =» E, LN E.(yy. Compare to [TW09, Section 2.2].

Definition 3.23. Fix a Spin® structure, s = (S, p) on Y, i.e. a Hermitian rank 2 bundle S — Y
together with a Clifford multiplication p : TY — End(S). A real structure compatible with s is a real
structure R : S — S which is compatible with the Clifford multiplication, in the sense that the diagram

TY —— End(S)

J{dT J{@R
TY —— End(S)
commutes; here, R acts on End(S) by conjugation, ®g(f) = Ro f o R.

Alternatively, we can define real Spin“-structures in terms of principal bundles over Y. Recall
that a Spin“-structure on Y can equivalently be defined to be a principal Spin®(3)-bundle P over Y
together a U(1)-equivariant covering ¢ : P — Fr(Y'), with respect to the map Spin®(3) = U(2) —
U(2)/U(1) 2 SO(3). In particular, P/U(1) = Fr(Y), so we will often think of Spin®-structures as pairs
(P,7n), where n: P/U(1) 2 Fr(Y). To pass from the first definition to the second, we take P = Fr(S)
and use the Clifford multiplication to identify TY" with the subbundle su(S) of traceless, skew-adjoint
endomorphisms of S. It follows that Fr(S) — Fr(S)/U(1) = Fr(Y) is a Spin® structure on Y in the
sense of the second definition.

To define real Spin®-structures in this language, we simply push the involution R and its compatibility
relations through the identification above. It is clear that the involution R : S — S is equivalent to a
bundle map

I:Fr(S)— Fr(9),

covering 7, where S is the conjugate bundle of S. The compatibility of R with p is equivalent to a
compatibility of I with the map induced by d7 on Fr(Y), i.e. we have a commutative diagram:

Fr(S) —— Fr(5)
Fr(Y) =4 Fr(Y).

Note that this is equivalent to saying that the U(1)-bundle P — P/U(1) = Fr(Y') has a real structure.

By [Li22, Lemma 3.5], a principal U(1)-bundle L — Y admits a real structure precisely if O(c1(L)) =
0. Two real structures (Lo, Iy) and (L1, I;) are equivalent if there is an isomorphism ¢ : Ly — L
making the following diagram commute:

LQL}LQ

bk

L1 *1> Ll.
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If Iy and I; are two real structures on L — Y, they differ by a 7-invariant map ¢ : Y — S'. Hence,
equivalence classes of real structures on L — Y are affinely given by

(14) HYY;Z)™ /im(1 + 7).

For our purposes, the following perspective is more useful. If (Lg, Iy) and (L1, 1) are real line bundles
with Lg 22 Ly, the obstruction to their equivalence can be represented by choosing any isomorphism
¢ : Ly — Ly, and comparing the maps Iy and ¢! o I} o ¢, which differ by an element of H'(Y;Z)" .
The image of this class in H'(Y;Z)™ /im(1 + 7*) does not depend on our choice of identification
¢ : Lo — Ly. If ¢b were a different isomorphism, then two obstructions differ by

(1+ 70 —v] e H'(Y;2)".
Hence, the obstruction to the equivalence of the two bundles lies in H'(Y;Z)™ /im(1 + 7).

3.6. Real Euler Structures. We start by recalling Turaev’s interpretation of Spin®structures
from [Tur97]. We say that two nonvanishing vector fields vy and v; on Y are homologous if vo|y g3
and v ]y gs are homotopic. An Euler structure on a 3-manifold Y is a homology class of nonvanishing
vector fields on Y. We will denote the homology class of v by [v] and will write Vec(Y’) for the space
of Euler structures on Y. The only obstruction to a homotopy between vy and v, in Y ~ B3 is a class
[vg —v1] € H3(Y;Z). This endows Vec(Y') with an action of H?(Y;Z), and it is straightforward to see
that this action is free and transitive. It follows that Vec(Y') is an affine space over H2(Y;Z). Given a
vector field v on Y, we will write v for its reverse, given by v, = —v, at all x € Y.

Given a vector field v on a real manifold (Y, 7), we can of course push v forward by dr. Let 7*(v)
be the resulting vector field. We say that a vector field v on (Y, 7) is real if 7*(v) = 7.

A real vector field on (Y, 7) naturally determines a real Spin®-structure rise to a complex line
bundle on Y equipped with a real structure, as follows. By choosing an orientation and a 7-invariant
Riemannian metric on Y, we may decompose TY = (v) @ (v)*. The choices of orientation and metric
make (v)* — Y a complex line bundle, and the restriction of dr to (v)* — Y is a complex anti-linear
involution covering 7. We will write Ry for this restriction.

It is easy to see that if vy and v; are homologous then (vg)* and (v;)* are isomorphic. However,
when vg and v; are real, ({(vg)*, Rg) and ((v;)*, Ry) are not necessarily equivalent real line bundles.
Roughly, we would like to define real Euler structures to be equivalence classes of real vector fields
which determine equivalent real complex line bundles.

1

Lemma 3.24. FEvery real 3-manifold with fized set of codimension two admits a real vector field.
Furthermore, for any real vector field v and [z] € ker(©) C H?(Y;Z), the Euler structure [v] + [z] can
be represented by a real vector field whose restriction to the 1-skeleton of Y is homotopic to v though
real vector fields.

Proof. To construct a real vector field, one can fix a 7-invariant cell structure on Y, choose some real
vector field on C, and extend over the free cells in pairs. (See Section 3.7 for an alternative construction
using Morse theory.)

To prove the second claim, assume v is a given real vector field and let = € ker(©) C H%(Y;Z) be
represented by z € C?(Y;Z). We will build a real vector field u such that [v — u] = [z]. Define u on
the 1-skeleton of Y to agree exactly with v. For a 2-cell eq, we extend u so that [v — u](es) = z(e2) on
the chain level. For u to be real, its extension over 7(e) is determined; indeed [v — u](7(e2)) = —x(e)
(again, on the chain level). However, by assumption, [z] € ker(©), so there exists some y € C*(Y/7;Z)
so that

O(x)([e2]) = z(e2) + (7 (e2)) = y([e2]).
Defining § = y o, for 7 : Y — Y/7, we see that

—z(eg) = x(7(e2)) + 6y (ea)-
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Hence, up to a coboundary, [v — u](7(e2)) = 2(7(e)) as desired. Any extension of u over the 3-skeleton
is sufficient, as we only care about the homology class. Therefore, u is a real vector field representing
[v] + []. O

We say that an Euler structure admits a real structure if it can be represented by a real vector field.
According to the previous lemma, there is a well-defined action of ker(©) on the set of Euler structures
admitting a real structure.

Lemma 3.25. The set of Euler structures on (Y,7) which admit a real structure is a torsor over

ker(©) C H*(Y;Z).

Proof. Given [u], [v] € Vec(Y), the primary obstruction to their homotopy in Y\ B? is represented by
a class [u — v] in C%(Y;Z) which assigns to a 2-cell e C Y the degree of the map

(u|e Uvle) € ma(S?).

Since S? is simply connected, we may assume u and v are constant on the 1-skeleton of Y, and therefore
we assume that (u|. Uvl|.) factors through S? v S§2. It follows that [u — v](e) = deg(ul.) — deg(v]e).
Since 7 is a diffeomorphism, it follows that 7*([u — v]) = [7*(u) — 7 (v)].

Assume that vg is a real vector field on (Y, 7). Consider the composition

Vee(Y) 220l g2y 7y &5 2 (v /7y 2).
Let [v] € Vec(Y). Observe that for a 2-cell e € Cy(Y';Z), we have
O([v — vol)([e]) = [v—wol(e) + [7*(v) = 77 (vo)](e)

)+ [T (v

= [v—wo](e) + [7"(v0) — 7" ()] (e)

= [v—=7"()](e) + [7" (V) — vo](e).
= [v—7"(v)](e) + 0.

Therefore, if [v] is an Euler structure represented by a real vector field v, then the class [v — vg]

is contained in the kernel of ©. Conversely, if [v — vg] € ker(©), the previous lemma implies that

[v] = [vo] + [v — vp] can be represented by a real vector field. O

Definition 3.26. We say that two real vector fields vy and vy are real homologous if they are
homologous and the associated real complex line bundles ({(vo)*, Ry) and ({v1)*, Ry) are equivalent.
We define a real Euler structure on (Y, T) to be a real homology class of real vector fields on Y and we
write RVec(Y, 7) for the set of real Euler structures.

Corollary 3.27. Let © : H*(Y;Z) — H?*(Y/7;Z) be the transfer map. The set RVec(Y,T) of real
Euler structures on (Y, T) is in non-canonical bijection with the group
ker(©) @ (H'(Y;Z)™ /im(1 +7%)).
More precisely, the image of the restriction map
RVec(Y, 1) — Vec(Y)
is a torsor over ker(©), and the preimage of any fixed element in that image is a torsor over
(HY(Y;Z)™ /im(1 + 7).

Proof. According to Lemma 3.25, the set of Euler structures which admit real structures form a torsor
over ker(©) and, essentially by definition, the set of possible real Euler structures such a class can
admit is a torsor over H*(Y;Z)™ /im(1 4 7*); see Equation (14). O

Remark 3.28. We note that we do not claim that the set RVec(Y,7) is a torsor over ker(©) &
(HY(Y;Z)" /im(1 + 7*)), as there may be extension problems. Indeed, there does not seem to be a
natural action of ker(6) on RVec(Y, 7). The same caveat applies to the set of real Spin® structures,
which is in natural bijection with RVec(Y, 7); see Lemma 3.29 below.
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We can describe the real homology relation more intrinsically as follows. If vy and vy are real vector
fields in the same homology class, there is an obstruction to their homotopy through real vector fields.
As vy and v, are assumed to be homologous, there is some homotopy v; between vy and vy in Y2\ B3.
Since vg and v; are real vector fields, the pushforward of 7y by dr yields another homotopy between
vg and v1. The obstruction to a homotopy between v; and 7*(7;) over the 1-skeleton of Y is a class
[v; — 7*(¥7)] € H(Y;72(S?)). Clearly this class vanishes if the vector field v; is itself real for each t.
Furthermore, this class is 7*-invariant:

7 ([or = 77 (@)]) = [0 — (0]
= [=7"(@) + v
= [vr — 7" (wr)].

Of course, this class depends on our choice of homotopy; if v} is another path between vy and vy, we
may obtain a different element [v' — 7*(v})] € H'(Y;Z)™, but their difference

[o—7"(@)] = [ = " (v)] = L+ 7)([v = "))

lies in the image of (1 4+ 7*). Hence, there is a well-defined obstruction, {(vg,v1), to the existence of a
homotopy from vy to vy through real vector fields, which resides in H'(Y;Z)™ /im(1 + 7*).

To see the equivalence of these two perspectives, it is useful to consider explicitly how the group
HY(Y;Z)" /im(1 4 7*) acts on the set of real structures. Let vy be a real vector field and let
[z] € HY(Y;Z)™ be represented by the Poincaré dual of a 7-invariant surface Z in Y ([z] can be
represented by a 7-invariant map Y — S'; take Z to be the preimage of a regular value of this
map). We will define vy + [z] by choosing some homotopy of vy supported on v(Z). Concretely, fix a
T-equivariant CW structure for Y \ v(Z), and extend this to an equivariant CW structure for Y; use
[x] to choose a homotopy v; of vy on the 1-cells of this extension so that for each such 1-cell in the
extension, we have that [v; — 7*(T7)](e) = z(e). We only require that the homotopy v; be real at time
t =0,1. Extend v; over the remaining 2-cells in any way, provided that vy and v; are homotopic. By
construction, the resulting vector fields are homologous, but the obstruction ¢(vp,v1) is nontrivial, and
is Poincaré dual to Z.

Consider the associated real complex line bundles ((vo)*, Rg) and ((v;)*, Ry). The homotopy vy
from vy to v; determines an isomorphism (vg)* = (v;)+, allowing us to compare Ry and R, giving an
equivariant map Y — S!. By construction, this map is supported on v(Z) (as v; is constant outside
v(Z)). Hence, the obstruction to the equivalence of these two real structures as well as the obstruction
C(vg,v1) to a real homotopy agree in H*(Y;Z)™ /im(1 4 7*), as in this quotient, they lie in the same
equivalence class as PD(Z).

There is a natural map
w: Vec(Y, ) — Spin“(Y, 7),

as in [Tur97]. We briefly review its construction following the treatment in [Lip06, Lemma 2.2]. Fix a
Riemannian metric on Y. A non-vanishing vector field v on Y gives rise to a splitting TY = (v) @ (v)+.
This reduces the structure group of TY from SO(3) to SO(1) & SO(2), determining a principal
Spin®(3)-bundle

p(v) := Fr(v*) xu(1) U(2)

over Y which covers Fr(Y'). Hence, u(v) is a Spin®-structure on Y. The bundle pu(v) — Y is determined
by its restriction to Y\ B2, and therefore, y descends to a map Vec(Y') — Spin®(Y).
In the real case, we can upgrade this to a map

p : RVec(Y, 7) — RSpin“(Y, 7),
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as follows. If v is a real (non-vanishing) vector field, then dr restricts to an involution I(v) of the rank
two real vector bundle (v)* — Y. As v is real, this involution is complex anti-linear in the fibers, and
therefore induces a structure on p(v). In particular, the pair

pi(v) = (u(v), I(v))
is a real Spin®-structure for (Y, 7). By definition of real Euler structures, this descends to a map
RVec(Y, ) — RSpin®(Y, 7) as promised.

Lemma 3.29. The map
pft : RVec(Y, 7) — RSpin“(Y, 7)
is a bijection, and intertwines the actions of H'(Y;Z)™ /im(1 + 7%).

Proof. We have a commutative diagram

R
RVec(Y, 1) —£— RSpin‘(Y, 1)

| |

Vec(Y) —E— Spin‘(Y).

It follows from [Tur97,Lip06] that the bottom horizontal map p is a ker(©)-equivariant bijection.
Furthermore, if we look at either vertical map, the preimage of any element in its image is a torsor
over H'(Y;Z)7 /im(1 + 7*). Thus, to show bijectivity of u® it suffices to prove that this map
HY(Y;Z)™" /im(1 4 7*)-equivariant.

Assume vy and v; are homologous real vector fields. We saw that the obstruction to the existence
of a real homotopy between vy and vy, agrees with the obstruction to the equivalence of the real line
bundles ((vo)*, Rg) and ({v1)*, Ry). However, the obstruction to the equivalence of the real line
bundles ((vo)*, Ro) and ({(v1)1, Ry) is identified with the obstruction to the equivalence of uf*(vg) and

1" (v1) under the isomorphism H'(Y;Z) = H'(Fr(Y); Z). O

3.7. Real Heegaard diagrams and real Spin‘-structures. Fix a real pointed Heegaard diagram
(H,7) for (Y, 7). In [OS04c, Section 2.6] and [OS08, Section 3.1], Ozsvéath and Szabé define a function

5w : To NTg — Spin®(Y),

as follows. Using the diagram H, they construct a self-indexing Morse function f : Y — [0, 3] with g
critical points of index 1 and 2 and |w/| critical points of index 0 and 3, such that its level set F~1(3/2)
is the Heegaard surface. Each x € T, N Ty determines a g-tuple of trajectories for the gradient flow
of f connecting critical points of index 1 and 2 as well as |w| trajectories between critical points of
index 0 and 3 such that each w; € w is contained in exactly one trajectory. On the complement of
a neighborhood of these trajectories the gradient of f is non-vanishing, and by the Poincaré-Hopf
theorem, this this vector field can be modified near the flow lines to be nonvanishing. This specifies
an Euler-structure, which in turn determines a Spin®-structure in Y, which is denoted sy (x). The
difference between two such Spin®-structures is measured precisely by the class e:

sw(y) — sw(x) = PD([e(x, y)])-
Hence, the equivalence classes of intersection points determined by e(x,y) are exactly given by the
associated Spin®-structures.
In the real setting, there is a map

sk (T, NTp)" — RVec(Y) = RSpin®(Y).

Again, using the real Heegaard diagram (#,7), we construct a self-indexing Morse function f:Y — R,
now with the additional property that f o7 = 3 — f. (This can be done by first defining it in
a neighborhood of the Heegaard surface, extending it to a handlebody, and then using reflection
to specify it on the other handlebody.) The index 1 and 2 critical points of such Morse functions
come in pairs, which are exchanged by the involution. Furthermore, the ascending manifold of an
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index 1 critical point p is mapped to the descending manifold of the index 2 critical point 7(p). An
intersection point x € (T, N ']I‘/g)R determines a m-tuple of flows between critical points. Since x is
an invariant intersection point, the associated flows are also preserved by the involution (though the
orientations are reversed). Moreover, since f o7 =3 — f, we have that df o dr = —df. It follows that
in the complement of a neighborhood of the flow lines determined by x and w, the gradient Vf is
a nonvanishing anti-invariant vector field. Neighborhoods of the flow lines between index 1 and 2
critical points appear in pairs and we can extend V f to a nonvanishing vector field over these 3-balls
in pairs. The neighborhoods of the chosen flow lines between index 0 and 3 critical points intersect
the fixed point set, and are diffeomorphic to the standard 3-ball in R? rotating around the z-axis.
Since the restriction of the gradient vector field to the boundary is degree zero, there is a homotopy
H : 5% x I — R3~ {0} to a constant vector field; we may assume this vector field is anti-invariant. By
replacing H with %(H —dr o H), we may assume the homotopy is anti-invariant, and by perturbing
H equivariantly we may assume H is nonzero. This defines an anti-invariant extension over all of Y,
and therefore specifies a real Euler structure on (Y, 7), and hence a real Spin®-structure s (x). Given

s2(x), we write 5 (x) for the underlying Spin®-structure.

Lemma 3.30. Let 5&(x) and sB(y) be two real Spin® structures. Then,
sw(y) = sw(x) = PD(e(x,y)).
Moreover, if e(x,y) = 0, we have that
sw(y) = su(x) = PD(¢(x,y)).

Proof. The first statement follows from [Tur97] and [OS04c]. Though, to motivate the proof of the
second statement, we recall the proof in [Lip06].

Let vy and vy be real vector fields inducing sf(x) and s&(y). Choose a map A : Y — SO(3) which
satisfies vy = Avyx. The Spin“-structures sy (x) and sw(y) are equivalent if and only if Aly ps is
homotopic to a map Y — SO(2). This is detected by the homotopy class of the map

(15) Y < B34 50(3) — SO(3)/S0(2) = S2,

which represents the obstruction class sy (y) — sw(x) € H*(Y \ B3;Z) = H*(Y;Z). Since vx and vy
are identical away from the flow lines v« and 7y through x and y, and the map h4 is homotopic to a
Thom collapse map of a neighborhood of a smoothing of v« U~y. Hence, for a regular value p € S,
(W3 (p)] = e(x,y) which is therefore Poincaré dual to sy (y) — 5w (X).

Now, assume that e(x,y) = 0, so that the vector fields vx and vy, are homologous. A choice of
homotopy between them determines an isomorphism ® between the associated frame bundles. The
obstruction s&(y) — s£(x) to the equivalence of the two real structures is given by comparing I(vy)
with (@)~ oI(vy)o®, which determines a 7-invariant map g, : Y — S'. Again, vy and vy are identical
away from ~yx Uy, and moreover, we can take the homotopy between them to be supported in a
neighborhood of a surface Z, obtained by capping off some periodic domain D 4 7(D). But, as ® is
determined by the homotopy, g4 is also supported in a neighborhood of Z. Hence, just as in the usual
case, for a regular value p of gg, we have that [g5 " (p)] = [Z] € H2(Y;Z)™ /im(1 +7,) is Poincaré dual
to both the obstruction 52 (y) — s£(x) to the equivalence of the real Spin“-structures as well as to the
obstruction ¢(vx,vy) to the existence of a real homotopy from vy to vy. |

Hence, elements of (T, N Tﬂ)R are partitioned according to real Spin®-structures.

3.8. Relative real Spin‘-structures. In ordinary Heegaard Floer theory, two intersection points
x and y are connected by a domain if and only if they are connected by a domain that avoids the
basepoints w. Indeed, we can always add or subtract copies of the components of ¥ \ « to arrange so
that the domain has multiplicity zero at all w € w. In terms of Spin®-structures, this is due to the fact
that the natural map

(16) Spin® (Y, w) — Spin®(Y)
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is a bijection. Here, we denoted by Spin®(Y, w) the space of relative real Spin® structures on Y ~\ w; that
is, those that are fixed in a neighborhood of w. (Our notation is inspired by that in [OS04a, Section
2.3].) The set Spin®(Y, w) is affinely identified with

H?*(Y \ nbhd(w),d(Y \ nbhd(w)); Z) = H,(Y \ w;Z),
whereas Spin®(Y) is affinely identified with H?(Y;Z) = H;(Y;Z). The fact that (16) is a bijection is
a consequence of the fact that

H(Y ~w;Z) — Hi(Y;Z)
is an isomorphism.
The situation is quite different in the real setting. We have a set of relative real Spin® structures
RSpin®(Y, 7, w), but the natural map
(17) RSpin“(Y, 7, w) — RSpin®(Y, 1)
is no longer injective.

Lemma 3.31. The map (17) is surjective.

Proof. The discussion in Sections 3.4 through 3.6 can be adapted to the complement Y ~ w. We have
a set of relative real Euler structures RVec(Y, 7, w) (that are fixed in a neighborhood of w), which is
naturally identified with RSpin®(Y, 7, w). An analogue of Corollary 3.27 shows that the space of relative
Spin® structures that admit a (relative) real structure is still affine over the same ker(©) ¢ H*(Y;Z),
but the space of relative real Spin® structures in the same relative Spin® structure is now affine over

*

H'(Y \ nbhd(w), d(Y \ nbhd(w)); Z)”" _ Ha(Y \ w;Z)™
im(1 4 7%) im(1+7,)
Thus, the map (17) is affinely identified with the following map induced by inclusion:
(Y ~w;Z)™ | Ha(YiZ)™
im(1 4+ 7.) im(1+7,)
On the left, by im(1 + 7.) we mean the image of the map on Ha(Y \ w;Z), whereas on the right we

mean the one on Hs(Y;Z).
To see that the map (18) is surjective, it suffices to prove that

(19) Hy(Y ~w;Z)™ — Hy(Y;2)™

(18)

is surjective. Given a T.-invariant class x € H2(Y;Z), its Poincaré dual PD(z) can be realized as a
T-invariant map f, : Y — S%; according to [Was65], f, can be approximated by a smooth equivariant
map, and we can represent x by the preimage of a regular value. It follows that x is represented by a
surface S satisfying 7(5) = S. Furthermore, let us arrange so that S is disjoint from w. If SN w is
nonempty, it is contained in C. Locally, such an intersection can modeled by the intersection of the
z-axis with the yz-plane in R3, where 7 acts by rotation around the z-axis; here, we make use of the
fact that S is 7-invariant, rather than anti-invariant. From this picture, it is clear that we can perform
an equivariant perturbation of S to ensure it is disjoint from w. Hence, S also represents a class in
Hy(Y ~ w;Z)™, which maps onto z.

It follows that the map (19) is surjective, and hence so are (18) and (17). O

Ezample 3.32. To see that (18) and hence (17) need not be injective, let Y be a rational homology
sphere equipped with two basepoints, w = {wy,ws}. Then
Hy(Y;Z)™
im(1+7.)
but
Hy(Y ~w;Z)™

=7/2.
im(1 + 7.) /
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Indeed, in this case, Ho(Y ~ w;Z)™ is generated by the class [0 nbhd(w;)], on which 7, acts by the
identity.

The discussion in Section 3.7 can be applied to Y . w instead of Y. The result is a decomposition
of the real intersection points into more refined equivalence classes, according to whether they are
connected by a real domain that avoids the basepoints. This is encoded in a map

st (Ty N ']I‘B)R — RSpin®(Y, 7, w).

3.9. Real Admissibility. In order to obtain well-defined invariants in Heegaard Floer theory, one
must work with admissible diagrams. Given a Spin® structure s € Spin®(Y’), we say that a Heegaard
diagram H is strongly s-admissible if for every N > 0 and each non-trivial periodic domain P € Ily,
the inequality

(e1(s), H(P)) = 2N >0

implies that P has some multiplicity greater than N. Strong s-admissibility ensures that, for a fixed
integer j, there are only finitely many classes ¢ € ma(x,y) which satisfy ind(¢) = j and D(¢) > 0.

There is also a weaker notion. A Heegaard diagram is weakly s-admissible if for each nontrivial
periodic domain P with

{c1(s), H(P)) =0

has positive and negative coefficients. Strong admissibility implies weak admissibility, so we only prove
the following results for the former.

Lemma 3.33. Suppose H is a strongly s-admissible real Heegaard diagram, and x,y € (Tq N T,@)R are
such that s&(x) = s (y) = s. Then, there are only finitely many classes ¢ € 7 (x,y) with indg(¢) = j
and R(¢) = 0.

Proof. A strongly admissible real Heegaard diagram is admissible; since the real index is determined
by the ordinary index using Proposition 2.3, the result follows exactly as in the usual setting. See
[0S04¢, OS08, Zem15] for the proof in that setting. |

Every Heegaard diagram which realizes a Spin“-structure s is isotopic to a strongly s-admissible
diagram. The way this is typically done is by winding the alpha curves; to obtain admissible real
Heegaard diagrams, we will wind the alpha curves to obtained an admissible diagram, and then perform
the symmetric winding of the beta curves, and show the resulting diagram is still admissible.

Fix a real Heegaard diagram H = (X, a, 8, w). Following [Zem15], we fix some auxiliary data: let
ai,...,0y C o be a collection of alpha curves which span H;(Y;Z). Let ni,...,n, be a collection
of curves which are geometrically dual to ay,...,a4. Define 61,...,0, by 6; = 7(n;), which are
geometrically dual to the beta curves. We note that it may be the case that 6, = ;.

The surface ¥ N\ (a1 U...Uqy) is a connected, planar surface. Let r = |w| and choose a collection of
arcs Ai,..., \.—1 in 2 such that each \; has boundary on two distinct basepoints of w such that each
basepoint of w is the boundary of at least one A; and A\; U...U A,._1 is connected. Let p; U...Up,_1
be the images of these arcs under 7.

Following [Zem15, Proposition 4.11], given a real Heegaard diagram (H,7) and positive integer N,
we define a new diagram (Hy,7) given by performing the following moves:

(1) (Winding): Let nii and F)ii be two small parallel push offs of 7; and 6; respectively. Wind the
alpha curves N times positively around n;” and N times negatively around 7; ; wind the beta
curves N times positively around Hj and N times negatively around 6, ;

(2) (Zigzagging): For each \; choose a small rectangle R; which intersects A; in a connected arc,
intersects no other \j;, and contains all intersections of A; with the various attaching curves.
The reflection 7(R;) plays an analogous role for p;. Zigzag each of the alpha curves along \;
inside R; and each of the beta curves along p; inside 7(R;).
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See Figure 3.6 for an illustration of the two moves.

We shall borrow some notation from [Zem15]. Given a oriented path A in ¥ connecting basepoints
w and w’, we may homotope it to an immersed arc in ¥ which intersects the alpha and beta curves
transversely and avoids their intersection points. It may be that w = w’. Let aq,...,a; be an
enumeration of the intersection points between A and a. Given a class ¢ € ma3(x,y), define

k

a(X, ¢) = _dNg),

i=1

where d?’)‘ is the difference between the multiplicities of ¢ on the two sides of a;, using the orientation
of A. Equivalently, if D(¢) is the domain corresponding to ¢, we may define a(¢) = 9, D(¢) and

(20) a(A,D(9)) = a(9) - A.
We will make use of this notation again in Section 4.

Lemma 3.34. If (H,7) = (X, ,8,w,7) is a real Heegaard diagram for (Y,7) and s € RSpin®(Y, 1)
is a fized real Spin°-structure, then H is real-isotopic to a strongly s-admissible real Heegaard diagram.

Proof. Tt suffices to show that (#H, 7) is real-isotopic a diagram which is strongly admissible with respect
to the underlying Spin®-structure. In the usual setting, this is shown by winding the alpha-curves
along the eta-curves and zig-zagging along the lambda arcs. In the real setting, we simply wind and
zigzag the alpha and beta curves simultaneously. The proof of [Zem15, Proposition 4.11] adapts to our
setting to show that the resulting Heegaard diagram is strongly admissible. We sketch the main idea
for the reader’s convenience.

Let H(’@ and H(’@7 n denote the space of rational s-renormalized periodic domains for H and Hy, i.e.,
those domains of the form
{c1(s), H(P))

2

where P is a rational periodic domain. Capping off periodic domains, as in Lemma 3.19, gives rise to
an identification between these two spaces Wy : Il — Il y. Let || - ||, be the L°®-norm on Hy(Y;Q).
We can express

P— : [E]a

PD(cy(s)) = Z a;[ni],

and choose some € > 0 so that € < 3 and €- Y, |a;| < 5. If ||[H(P)||¥, > €, one considers a point = on
n; as well as two nearby points ™+ and x~ in the positive and negative winding region respectively. In
this case,

Nyt (Wi (P)) = 12(P) + N - a(ni, P),  ng-(Wn(P)) = 1 (P) = N - a(n;, P),

and hence Wy (P) has positive and negative multiplicities for large N. In the real setting, we simply
assume z is chosen away from the fixed set, as are &, and the same argument holds.

If ||[H(P)||Y, <, consider an arc \; connecting w,w’ € w. Let p* and p~ be nearby points in the
winding region, as in Figure 3.6. An argument similar to that in the first case shows that the regions
containing p* and p~ have multiplicities

npt (Wi (P)) = —(ci(s), H(P)) + a(Ai, Wn (P)),
np-(Wn(P)) = —(ei(s), H(P)) — a(Ai, Wn (P)).

According to the assumptions on ||H(P)||Y,, this guarantees Wy (P) has positive and negative multi-
plicities. Again, this holds just as well in the real setting. (Il

Lemma 3.35. Any two strongly admissible real Heegaard diagrams are related by a finite sequence of
real pointed Heegaard moves through strongly admissible real Heegaard diagrams.
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FIGURE 3.6. The winding and zig-zagging moves to achieve admissibility.

Proof. Given a real Spin®-structure s, we may obtain an s-strongly admissible real Heegaard diagram,

Ho. If H; is another such diagram, there is some finite sequence of pointed real Heegaard moves by
Lemma 3.16 relating them; by applying the winding and zigzagging moves, we can guarantee that the
intermediary diagrams are s-strongly admissible as well. (]

4. DEFINITION OF THE REAL HEEGAARD FLOER HOMOLOGY

In this section, we define the different versions of real Heegaard Floer invariants.

4.1. The symplectic manifold. Let (X, o, 3, w, 7) be a multi-pointed real Heegaard diagram for
(Y, 7). Let m = g+ r — 1 where g is the genus of ¥ and r = |w|. Recall that the involution 7 on X
induces an involution R on the symmetric product M = Sym™ (X):

R({z1,.. - zm}) = {7(21),...,7(zm) }.
The fixed point set, M7, has a natural stratification into strata of the form
Symk(E’) X Symm_%(C') = {{21,7'(21)7...,Zk7T(Zk),Cl, cisCm—okt |2 €X=Clc € C}7

for k=0,...,|m/2] and X' = (£ — C)/7. Nevertheless, note that M is a smooth manifold, being
locally modeled on the real part of Sym™(C) = C™, which is R™.

Following Section 2, M must be equipped with a symplectic form with respect to which R is
anti-symplectic.

To do this, let us first choose an area form dA on ¥ (consistent with the given orientation on
¥). Since R reverses orientation, the form —R*(dA) is also an area form consistent with the given
orientation on ¥. Hence, we can replace dA with dA — R*(dA) and obtain an R-anti-invariant area
form. Similarly, we can replace any Riemannian metric gs; on ¥ with g5 + R*gs, to obtain R-invariant
one. From the metric and the area form we get an R-anti-invariant complex structure j on X, which
induces one on M = Sym™ (X).

When m = 1, we simply take the R-anti-invariant area form as the symplectic form on Sym*(¥) = ¥.

For m > 1, by the work of Perutz, M can then be equipped with a K&hler form w, which agrees with
the product symplectic form away from the diagonal. (See [Per08, Proposition 1.1], which is stated
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there for g = m; however, the underlying analysis in [Per08, Section 7] is done for general m.) There is
an identification of H2(M;Z) with H°(3;Z) & A?H*(3;Z). The cohomology class of Perutz’s form is

[w] =+ A,

where 7 is the R-cohomology class corresponding to 1 € H°(M;Z), 6 is a class in A2H*(3;Z) (invariant
under the action of the mapping class group), and A > 0 is some small real number. Then —R*w is
another Kéhler form, satisfying [—-R*w] = [w]. Replacing w with (w — R*w))/2, we can assume that w
is R-anti-invariant (and in the same cohomology class as before).

Lemma 4.1. The symplectic manifold (Sym™ (X),w) is spherically monotone.

Proof. According to [Mac62], we have ¢;(TM) = (m — g+ 1)n — 6. The class 6 evaluates trivially on
the generator S € mo(M), whereas (1, S) = 1. Hence,

w|ﬂ2(M) = A . Cl(TM)|.,r2(M).
forA=1/(m—g+1)>0. O

4.2. Real Invariant Domains and their Index. Our primary computational tool will be a corre-
spondence between strips between T,, and M% and real invariant strips between T, and Ts. Before
proceeding to address the analytical aspects of the theory, we give some examples of real invariant
domains to give the reader a sense of this correspondence.

Let us first discuss the difference between the real and classical Maslov index. According to
Proposition 2.3, for a class ¢ € mi(x,y),

(o) = 5 (inad) - TR ZAEeY)),

2

The quantities o(T,,x) and o(T,,y) can be computed directly from the diagram. If x is an invariant
intersection point, and z € x is an intersection point between «; and the fixed point set C', we define a
quantity o(a, z) € {£1} according to the cyclic order of the curves C, «;, and 8; = 7(a;) at z. See
Figure 4.1.

J - T.C J - T,C

Tz Qg Tz Qg

T.C T.C

FIGURE 4.1. Left: an intersection point x with o(«;, ) = +1; Right: an intersection
point & with o(a;,z) = —1.

Lemma 4.2. Let x € (T, N 'JI‘B)R be an invariant intersection point. Then,
o(Ta,x) = Y oa,x).
zexNC

Proof. Fix a complex structure j on ¥ and let J = Sym™ (j). Near x, there are local coordinates so
that Ty T, is the graph of a symmetric linear function F : Ty M % — J - T, M¥; then, 0(T,,x) can be
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computed as the signature of this linear map. Write x = (21,7(21), ..., 2k, 7(2k), €1, . - ., Cm—2x). Near
x, we can model Sym” (X) on
m—2k

k
HSymZ((C) X H Sym*(C),

and therefore, we can write F' as a block diagonal matrix A1 @ ... Ay & B1 ® ... D B,,_2k, where
A;:R? - J-R?and B; : R — J-R, and o(T,, ) will be the sum of the signatures of these maps.
For points € x N C, it is clear that Tx; is either the graph of id or —id, so o(B;) € {£1}. Indeed,
o(B;) is precisely o(a,z). Compare with Figure 4.1.

We must consider the remaining points of x in pairs. Take some {z,7(z)} € x with z € o; and
7(2) € a;. Identity T{Z7T(z)}Sym2(E) with (R @ J - R)®? by fixing a basis {ey, J(e1), e2, J(e2)} where
e; and ey span Tooy; and T, 7 (o) respectively. We make the following observations:

(1) R(e1) = —ez and R(J(e1)) = J(e2);

(2) Tsz(Z)MR is spanned by u; = e; — ez and uy = J(ey; + e2) (and therefore, J - szT(Z)MR is
spanned by J(up) and J(uz));

(3) T 7(z)(e; x ay) is spanned by e; and J(ez), and so, in the {u1,us,J(u1),J(uz)} basis,
T, +(2)(a; X o) is spanned by (u1 — J(uz2)) and (u2 — J(u1)).

From these observations, it is clear that T’ ;(.)a; X «; is the graph of the linear map TZ)T(Z)MR —
J- szT(Z)MR given by:

Uy — —J(UQ), Ug — —J(ul).
The signature of this linear transformation is zero. Hence, 0(Ta,X) = >, cync 0(, z) as claimed. O

The usual Maslov index can be computed combinatorially, due to work of Lipshitz [Lip06, Corollary
4.3]. Therefore, the previous lemma implies the real index can be computed combinatorially as well:

Corollary 4.3. For a class ¢ € ©&(x,y) represented by a domain D, we have

1 Ezexﬁc O'(Oé, 'T) - Zyeymc O'(Oé, y)) .

(21) indg(¢) = = (nx(D) +ny (D) +e(D) —

2 2

where e(D) is the Euler measure of D, and nx(D), ny(D) are the average vertex multiplicities.
(See [Lip06, Section 4] for the definitions.)

4.3. Real Invariant Domains. Compare the following examples to Figure 4.2.

Example 4.4. Consider a (classical) domain Dy from x to y which does not intersect the fixed set,
C. We can define a real invariant domain D = Dy — 7(Dy) from x x R(x) to y x R(y). For instance,
consider the case that Dy is an index 1 bigon from x to y as in frame (a) of Figure 4.2; the Riemann
mapping theorem implies there is a unique holomorphic representative up to translation in the domain.
The doubled domain D from x x R(x) to y x R(y) also admits a holomorphic representative, though
the classical index is now two. The real index, however, is one, as the reparamentrizations of the two
disks must agree in order to preserve the symmetry. In such cases, the real index is exactly half that
of the ordinary index. This agrees with Equation (21). The average vertex multiplicities ny (D) and
ny (D) are both % and the Euler measure is 1. Altogether, they sum to the usual index, equal to 2.
The triple Maslov index is trivial, since neither x nor y intersect C.

Ezxample 4.5. Now, let D be a bigon between invariant intersection points x and y which intersects the
fixed set C' as in frame (b) of Figure 4.2, so that the two interior angles are less than 180°. Then there
is a unique holomorphic representative in the classical case as well as in the real case, since translation
in the domain respects the involution. So, the two Maslov indices are both 1. (This example was
already discussed in the proof of Proposition 2.3. Compare Figure 2.1.) Here the Maslov triple index
is nontrivial; o(a, z) = —1 while o'(c, y) = 1. Hence, indg(¢) = (1 - (-1)) = 1.
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() (d)

FIGURE 4.2. Examples of real invariant domains.

Ezample 4.6. Next, consider the case of a bigon as in the third frame of Figure 4.2, so that one of the
interior angles is greater than 180°. Then, in the classical case, the expected dimension of the moduli
space is 2, as there is 1-dimensional parameter of cuts which can be made to the disks. In the real case
however, no cuts can be made while preserving the symmetry of the disk. Therefore, the real index is
1. The strip between T, and M* can be seen quite explicitly — it is the bigon with one half of its
boundary on the alpha curve shown, and the other on C. No matter the interior angles of D, the bigon
with one edge on M% always has interior angles less than 180°, so will have real index 1. Comparing
with Equation (21), we note that the terms o(a, z) and o(a,y) are equal, and therefore cancel.

Ezxample 4.7. Consider the annulus in the last frame of Figure 4.2. The domain D will double cover
the disk if and only if ratio of the angles spanned by the outer and inner alpha boundaries is 1.
(Compare [OS04c, Lemma 9.3].) In the present case, where all interior angles are less than 180°, no
cuts can be made; therefore, for a generic choice of almost complex structure, this domain has no
holomorphic representatives. But, in the symmetric real setting, this ratio must be preserved — i.e.,
for a generic choice of symmetric almost complex structure, there is a holomorphic representative!
In this example, the classical index ind = 0 is actually smaller than the real index indg = 1. In
particular, this example demonstrates that there need not exist any J € Jr(¢) for which transversality
can be achieved for the space of ordinary pseudo-holomorphic curves and the space of invariant ones
simultaneously. This is reflected in Equation (21), as the correction term coming from the triple Maslov
indices is 2, so indeed, the real index is 1. Compare to Remark 2.4.

Here are two final examples which demonstrate what sorts of ends we expect from our 1-dimensional
moduli spaces.

FEzample 4.8. Consider the genus 0 real Heegaard diagram with two basepoints on the fixed set, which
is shown in Figure 4.3. There are two invariant strips from z to y of real index 1 (one which covers w;
and another which covers ws). There are also two invariant strips from y to x; the usual index is 3 for
each of these strips (since they each have two vertices with 270° angles). But, as we have seen, the
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real index is insensitive to the angles of vertices on the fixed set; each of these strips have real index 1.
Indeed, in this case, we have 9%x = (U? + U3)x.

As is typical, terms of 92z correspond to disk bubbles on T,. There are two obvious domain
representing such classes, namely the two disks A; and Ay with boundary a. Such classes have real
index 2 (and ordinary index 2 as well); the corresponding real invariant domains are A; — 7(4;) and
As — 7(As2), which each have ordinary index 4, and hence real index 2 by our formula.

We can also see bubbles on M* in this example. The fixed point set is a great circle C, and indeed
the two hemisphere represent classes with boundary entirely in M. These disks have index 2. The
corresponding real invariant domain is the entire sphere, which has ordinary index 4, which is twice
the real index 2.

As we shall see, this behavior is typical: when the number of alpha curves exceeds the genus of the
Heegaard surface, boundary degenerations on T, do indeed appear and need not cancel in pairs. This
is similar to the setting of Heegaard Floer homology with multiple basepoints [OS08]. On the other
hand, boundary degenerations on M7 necessarily come in pairs, and their contributions cancel.

FIGURE 4.3. A genus 0, real Heegaard diagram with domains representing disk
bubbles.

4.4. Bubbles. For x € T, N M and fixed J = (J;) € Jr, define the moduli space of alpha-degenerate
disks by
(5,0)€Ty,
Ni(x,Ty) = {u :R x [0,00) — M |lims+it—eo “(S’t)—xv} )
%-ﬁ-Jo(u(s,t))%:O
Note that, unlike what we did for strips in (4), here we just use the single almost complex structure
Jo, for which the symmetry relation (3) imposes no particular constraint.

The moduli space Nj(x, M%) of M%E-degenerate disks is defined similarly, but using the almost
complex structure .J; /5, which must be R-anti-invariant according to (3).

Let IIy(x, T,) and TIy(x, M®) be the spaces of homotopy classes of (not necessarily holomorphic)
disks satisfying the boundary conditions above. We will write Nj(¢) for the moduli space of holomorphic
disks in the class ¢ for ¢ in either II5(x, Ty,) or IIo(x, M ). There is a two-dimensional automorphism
group acting on these spaces, by dilation in the real direction and translation in the imaginary direction.
Let NJ(¢) be the quotient space.

Lemma 4.9. The Lagrangians T,, and M are monotone on disks, i.e., Equation (1) holds. In fact,
T, and M® have minimal Maslov numbers 2 and (m — g + 1) respectively.

Proof. We simply compute the minimal Maslov indices. Counsider a class ¢ € IIa(x, T, ). Note that
II5(x, T,) is the same as the set of homotopy classes of disks denoted 3 (x) in [OS04c, Section 3.7
and 75 (x) in [OS08, Section 5]. The domain on ¥ corresponding to ¢ must be of the form ). a;A;
where ¥ \ a =1I;4; and a; are non-negative integers. It follows from [OS08, Lemma 5.4] that the
Maslov index of each A; is 2, and therefore this is the minimum possible index for ¢, as long as ¢ # 0.
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In the second case, we consider a class ¢ € Ia(x, M ). Such a disk has boundary contained entirely
in M " therefore it can be doubled to obtain a sphere, which must be represented by a domain which is
a multiple of X. Note that X has classical index 2(m — g 4+ 1), and therefore its real index is m — g + 1,
by an application of the real index formula (8). |

In defining the real Heegaard Floer complexes in the next subsection, when studying 9% we will be
interested in one-dimensional moduli spaces of real invariant strips (of index 2) between T, or Tps;
or, equivalently (by the correspondence from Section 2.1), in one-dimensional moduli spaces of strips
between T, and M. In principle, the ends of such moduli spaces can contain trees formed out of
broken strips, disk bubbles, and sphere bubbles. However, sphere bubbles only appear in codimension
two (because the gluing parameter is in C*), so they are not relevant here.

Remark 4.10. In [OS04c, Section 3.7], Ozsvéth and Szabé eliminated sphere bubbles by appealing to a
specific result about the symmetric product: their Lemma 3.13, which says that the set of complex
structures j on ¥ such that there exist Sym?(j)-holomorphic curves in Sym?(X) through a given
point is of codimension two. The analogue of this in the real setting is false: For R-anti-invariant
complex structures on Y, the corresponding set has codimension one. However, in our case, we do
not use this kind of argument. In [OS04c], the theory was built for totally real tori using very special
almost complex structures (equal to some Sym?(j) on a large open set), whereas we use Perutz’s
set-up from [Per08], where the tori are Lagrangian and we have more flexibility in choosing the almost
complex structure. In this context, we can use the standard arguments from the theory of gluing
pseudo-holomorphic curves, where sphere bubbles appear in codimension two.

We will now focus on understanding disk bubbles. Those with boundary on T,, have minimal Maslov
index 2 by Lemma, 4.9. Therefore, the only ones that can contribute to 9% are those of index 2 that
are attached to a constant strip at an intersection point x. Compare [OS04c, proof of Theorem 4.3].

Lemma 4.11. Let ¢ be a class in y(x,T,) with real index 2. Then,

0 mod2 ifm=g

#Ns(9) = {1 mod 2 ifm >g.

Proof. In the case that m = g, [0S04c, Proposition 3.15] shows that for a sufficiently stretched out
complex structure on Y., the moduli space Nj(x,T,) is empty. Furthermore, the count of points in
Nj(x,T,) is independent of the choice of generic almost complex structure Jy. (Indeed, as we vary it
in a one-dimensional family, we cannot encounter sphere bubbles, because those appear in codimension
two.) It follows that the count is zero for a generic Jy, which comes from a generic J = (J;) € Jr.
When m > g, it follows from [OS08, Theorem 5.5] that positive classes of Maslov index 2 admit an
odd number of holomorphic representatives. Hence, for a generic Jy from J € Jg, the count is one. [

For disk bubbles with boundary on M, we have:

Lemma 4.12. If w = {wy,...,w.} is the collection of basepoints on the fixed set C C %, fix a sequence
of mon-negative integers n = (ny,...,n,). Then,
Z #N;(¢)=0 mod 2.
HE (x, M)

ind(¢)=2, nw(¢)=n

Proof. Let ¢ be an element of Ily(x, M®) with ind(¢) = 2 and ny(¢) = n. Necessarily, the reflection
R(¢) is in Hy(x, M%) as well, and satisfies ind(R(¢)) = 2 and ny(R(¢)) = n. Moreover, given a
holomorphic representative u for ¢, the reflection R o w is a holomorphic representative for R(¢). Note
that v and R ou cannot be the same (because M ¥ is Lagrangian, so it does not contain a holomorphic
disk.) Hence, the total mod 2 count is zero. |

Remark 4.13. Observe that, in the case m = g, the minimal Maslov number of M% is one. When
looking at the ends of the one-dimensional moduli spaces of strips, generically we may also have index
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1 disk bubbles, which do not have to pass through any intersection point x. Nevertheless, the counts
of such disks (added over all ¢ with fixed ny(¢)) are zero, by the same cancellation argument as in
the proof of Lemma 4.12.

4.5. Real Heegaard Floer Invariants. We are now equipped to define the real Heegaard Floer
(curved) complexes.
Given a collection of basepoints w = {w1,...,w,} on X, we consider the polynomial ring

FUs] = F[Uu, - - ., Us, |-
Given a class ¢ € 78 (x,y), we write
Upr @ = @ .y @)
When |w| =1, we just write U for U,,, and F[U] for F[Us].

Definition 4.14. A curved chain complex (or matriz factorization) over a ring R is an R-module C
equipped with an endomorphism 9 : C' — C satisfying
82 =Ww:- idc,
for some w € R, called the curvature constant.
A morphism of curved complexes is an map F': (Cy,01) — (Ca, 02) satisfying
JoF =Fo0,
and a chain homotopy between morphisms F, G of curved complexes is a map H : C; — C5 so that
F-G=00oH+Ho0.

In particular, just as in the case of regular chain complexes, we can consider curved chain complexes
up to chain homotopy equivalence.

Definition 4.15. Let (Y, 7,w) be a real pointed 3-manifold and let s be a real Spin® structure on
(Y, 7). Fix a real Heegaard diagram #H which is strongly s-admissible. Define CFR™ (H,s) to be the
F[Uw]-module freely generated by elements x of T,, N M% satisfying s% (x) = s with differential

(22) ox= Y #Mn(e) Up©y,
peETS (%.y)
indg(¢)=1

extended linearly over F[Us,].
Proposition 4.16. When |w| =1, the pair (CFR™ (H,s),0) is a chain complex.

Proof. As the Heegaard diagram is strongly s-admissible, the sum appearing in Equation (22) is finite.
Gromov compactness applies because, even though the minimal Maslov number of M is one, disk
bubbles of index one cancel out in pairs; compare Remark 4.13.

To verify 0% = 0, fix intersection points x and y in T, N M7 as well as some n > 0. We consider
the ends of

H ME(9).
{penf(x,y)|indr($)=2,nw(¢)=n}

If x # y, no spheres nor T, boundary degenerations can appear by Lemmas 4.1 and 4.9, since
these carry index at least 2. Boundary degenerations on M* cannot be ruled out by the same index
considerations, but by Lemma 4.12; such classes come in pairs, and therefore will not contribute the to
the total sum. Hence, the ends in this case are given by

I [I  Ma(é) x Ma(es),
YE(TaNTp)E {p1,P2|p1xp2=0}

which is of course the U™y component of 9%x.
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When x =y, there could be T, boundary degenerations which contribute to 8°x. Recall from
Section 2.1 that we have a one-to-one correspondence between holomorphic strips with boundaries
on T, and M%, and invariant holomorphic strips with boundaries on T, and Tgz. In the latter
interpretation, whenever a boundary degeneration on T, contributes to 2, we also have a contribution
from its reflection, which is a boundary degeneration on Tg. Since w € C, we have that the Tg
degeneration has the same value of n,, as that for the T, degenration. Altogether, the contribution of
disk bubbles to ?x consists of terms of the form

(23) > #N (9) - U2(®),
{pems’ (x.Ta)| ind($)=2}
where we see that the value of n,(¢) in the exponent of U got doubled. In any case, according

to Lemma 4.11, when r = 1 (that is, m = g), we have #J(\/'(é) = 0 mod 2 so the expression (23)
vanishes. O

However, in the presence of additional basepoints, 92 is nonzero.
Lemma 4.17. When |w| > 1, (CFR™ (H,s),0) is a curved chain complex, with
9? =w-id,
where
w=U2 +...+U; .
Proof. The proof of Proposition 4.16 extends to this case, with one difference: when x =y, we have

T, boundary degenerations which contribute to 8*x. Let ¥\ e = A; U...U A, where A; contains the
basepoint w;. These domains are precisely the classes of IIy(x, Ty) with index 2 and by Lemma 4.11

we have #./V(Aj) =1 mod 2 for each of these classes.
A boundary degeneration on T, with domain A; is paired with a boundary degeneration on Tg
with domain B; = —71(A4;). Since w; € C, w; is the unique basepoint contained in B;. Hence,

Uvréw(AjJrBj) _ Ui,-' Therefore,

0x = ST RN U Ox = (U2, 44 T2,
{pens(x,Ta)|ind g (¢)=2}

as claimed. O

Remark 4.18. In light of Lemma 4.17, when |w| > 1 one can either simply work with curves complexes
up to chain homotopy equivalence, or work over the quotient ring F[Us]/(3°, U2 ). In the latter case
we get a chain complex and we can take its homology.

As usual, there are several algebraic variations of the real Heegaard Floer groups. Let:
CFR>™(H,s) := CFR™ (H,s) ®rjv,,] FlUw, Ul
CFR™(H,s) := CFR™(H,s)/ CFR™ (H,s),
CFR(M,s) := CFR™(H, ) @sv,) FlUw]/(Uw).

These groups are related by the usual long exact sequences [OS04c, Section 4].
In the case |w| = 1, the above groups form chain complexes, and we can take their homology. We
obtain the different versions of real Heegaard Floer homology:

HFR™(Y,7,w,s), HFR™(Y,r,w,s), HFR'(Y,r,w,s), HFR(Y,r,w,s).
For o € {—, 00,4, "}, we let

HFR°(Y,r,w)= €D  HFR°(Y,7,w,s).
s€RSpin¢(Y,7)
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When the fixed point set C' is connected and we have a single basepoint w, we may also drop w
from the notation and denote the real Heegaard Floer groups by HFR®(Y,7,s) and HFR°(Y, 7).

Remark 4.19. When |w| > 1, we still have that 9> = 0 for the hat version, so we are free to take

homology. (See the proof of Lemma 4.17.) Thus, @(K T,w,s) is always well defined. Moreover,
since to define the hat group we only use domains that avoid the basepoints, we have a refined
decomposition according to the relative real Spin® structures introduced in Section 3.8:

HFR(Y, T, w) = P  HFR(Y.r,w,s).
s€RSpin¢(Y,7,w)

4.6. Grading. As shown in [OS04c, Section 4.2.1], the Heegaard Floer complexes CF°(T,, Tg,s) have
a relative Z/§(s)-grading, where

0(s) = ged  {cr1(s),8).
E€EHL(YZ)

According to Equation (11), when d(s) = 2N, we obtain a relative Z/N-grading on the real Floer
complexes CFR°(H,s). In particular, for any (Y, 7) with H'(Y;Z)~7 = 0, there are no real invariant
periodic domains and the associated complexes come with a relative Z-grading.

As mentioned in Section 2.5, one way to equip a Lagrangian Floer complex CF(Lg, L1) with an
absolute Z/2-grading is by orienting Ly and L;. In our situation, this is usually not possible. Recall
that

ME = HSymk(E/T) x Sym™~2*(C).
k

The space Sym’(S') is a disk bundle over S which is orientable if and only if j is odd; see [Mor67].
Thus, Sym™ ¥ (C) may be non-orientable. Furthermore, the quotient /7 may also be non-orientable.
See Proposition 3.6.

In some situations, we can arrange to work with real Heegaard diagram such that 3 /7 is orientable.
This can be done when the image of C in the quotient is null-homologous (see Remark 3.7). After we
remove basepoints from each component of C, the Lagrangian M will become orientable. Hence, we
obtain another Z/2-grading defined by a choice of orientations of the Lagrangians. This grading agrees
with the relative Maslov grading when every real Spin“-structure corresponds to a unique relative real
Spin‘-structure (for example, this holds for branched covers of knots in S3); compare to Section 3.8 and
Section 7. In these cases, it follows from invariance that the Z/2-grading obtained from orienting the
Lagrangians is well-defined. This will allow us to compute the Euler characteristic of ﬁF\R(Y7 T, W,5)
(where each component of C' contains at least one point of w), which we do in Section 7. In general, we
expect that the Z/2-grading determined by orienting the Lagrangians depends not only on (Y, 7, w),
but also on the integral homology class of [2/7].

4.7. Homology Action. Let Q(T,,Tg) be the space of paths from T, to Ty based at the constant
path x € T, N Tg. The Heegaard Floer complexes CF°(Ty,Ts,s) can be equipped with an action of
HY(Q(T,,Tgs)), by viewing a class ¢ € m2(x,y) as an arc in Q(T,, Ts) based at the constant paths x
and y and defining

Ax) = Y (@) #M(9) - U@y,
pET2(X,y)
ind(¢)=1
Following [Nil4,Zem15], we may give a more concrete description of this action. Given a oriented,
closed loop v in Y representing a class in H;(Y;Z), we may homotope it to an immersed curve in ¥
which intersects the alpha and beta curves transversely and avoids their intersection points. Recall that
we defined a quantity a(v, ¢), which was a signed count of intersections between v and 9,(D(¢)); see
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Equation (20). This quantity is clearly additive, in the sense that if ¢ € ma(x,y) and ¢o € ma(y, z),
then

a(’Y» ¢1 * ¢2) = a(77 ¢1) + a(77 ¢2)
This yields a map
a:H(Y;Z) — HY(Q(T,, Tp)),
given by representing classes in Hy(Y;Z) by curves in ¥ and defining a([y], —) € H(Q(T4,Tp)) by

a((7], ¢) = a(9) -7,

where a(¢) is the a-boundary of ¢. Further, this map descends to the quotient H;(Y;Z)/Tors
[Nil4,Zem15]. In fact, the elements of H*(Q(T,,Ts)) which act non-trivially on the Floer complexes
are those in the image of this map.

In our setting, we have a map Q(T,, M) — Q(T,, Tg) given by applying our usual trick, taking
a strip ¢ to the symmetric strip ¢ U R(¢). This induces a map H'(Q(Ta, Ts)) — H(Q(Ty, ME)).
Hence, the composition

Hy(Y;Z)™" /Tors — H1(Y;Z)/Tors % H'(Q(Ta, Tg)) — H (Q(Ta, MT)),
induces an action of Hy(Y;Z)~" /Tors on CF°(T,, M), defined by

(24) A= > 3 a(v,¢) #Ma(e) U@ .y
yETaNMPE perli(x,y)
indr(¢)=1

This endomorphism is a chain map.

Lemma 4.20. Let H = (X, «, 3, W) be a real Heegaard diagram, and let v be an immersed closed
curve in X representing an element of Hy(Y;Z)~™ /Tors. Then,

A, 0+ 0A, =0.
If  is another such curve,
Ay = Ay + A,

Proof. The first claim follows just as in [Nil4,Zem15] by considering classes with index 2, and looking
at the ends of the associated compactified moduli spaces. Things are complicated slightly by the
presence of bubbles on T, so we spell out the proof. For each index 2 class ¢ € 75 (x,z), the quantity

> (a3, @0) + al, &1)) - #Mp(d0) - Mr(61) - U (o720,
d)oeﬂé%(x#y)’(bl Gﬂf(y,z)
indg(¢o)=indr(¢1)=1
p=¢o*P1
is zero, provided z # x, as disk bubbles on T, cannot appear by index considerations. Bubbles on M
cancel in pairs. Summing over all real index 2 classes yields the z component of (4,0 + 0A,)(x).
In the case that z = x, disk bubbles may appear, and the x component of (4,0 + 0A,)(x) is given
by
Z a(’%Aw) : #N(Aw) : Ui) " X,
wew

where A,, is the region of ¥ \ a containing w € w. However, since 7 is a closed curve, the quantity
a(vy, Ay) is zero for all w. Hence, the sum above still vanishes.
Additivity follows from the additivity of the quantity a(vy, ¢). a

Lemma 4.21. Let y be an immersed curve in ¥ such that [y] =0 € Hy(Y;Z)~ 7 /Tors. Then, Ay ~ 0.
Further, if n is any class in H(Y;Z)~™ /Tors, then A% ~ 0.

Proof. These results follow just as in [Zem15, Lemmas 5.5, 5.6]. |
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5. PROOF OF INVARIANCE

Invariance of CFR°(Y, 7, w) follows much as in the standard case: we define maps associated to
changes in the almost complex structure, real isotopies, real handleslides, and real stabilizations, and
show that these operations induce homotopy equivalences between (possibly curved) complexes.

5.1. Almost Complex Structures and Isotopies. As CFR°(Y,r,s) is defined to be the usual
Lagrangian Floer complex of the alpha torus with the fixed set, the standard proof of the independence
of the choice of almost complex structure holds in our setting.

Proposition 5.1. Let (Y, 7,w,s) be a real pointed 3-manifold with a s-strongly admissible real Heegaard
diagram (X, e, B, w, 7). Then, the complex CFR5(X, o, B, w,6) is independent of the choice of almost
complex structures J € Jgr, up to chain homotopy equivalence.

Proof. This follows from Lemma 2.5. O
The change of almost complex structure maps also commute with the H;(Y';Z)~ " /Tors-action.
Lemma 5.2. For~y € H{(Y;Z)™ ™ /Tors,
A, 0@y ~®;5 0A,
where Js is a path in Jg.
Proof. Keeping the notation from the proof of Lemma 2.5, define

Hy(x)=> > a(g, V) F#ME ($) U™ Xy,

Y ¢em(x,y),indr(¢)=0

If ¢ € ma(x,y) is a strip with indr(¢) = 1, the compactified space M}Ig’(qﬁ) has ends which correspond
to the terms in Ayo®; , ®; 0A,, 05, 0H, , and Hy 00y,. Hence, the sum of these maps is trivial. [

Invariance under isotopies of the attaching curves which do not introduce new intersection points
follows from the independence of the almost complex structure just as in [OSO4c, Theorem 7.3].
Hence, it suffices to consider real isotopies of the attaching circles which introduce canceling pairs of
intersection points. Let ¥, be an exact Hamiltonian isotopy of the alpha curves which is supported in
the complement of the basepoints. We can assume ¥, depends on a parameter s € R but is constant
for s < 0 and also for s > 1. Of course, ¥, induces an isotopy of T as well. As usual, for x € T, N M*E
and y € U;(T,) N M, we consider homotopy classes of disks 7r§' *(x,y) with dynamic boundary
conditions, which are homotopy classes of maps u : R x [0,1] — Sym™ (X) satisfying

u(s,0) € Uy (Ty), u(s,1) € M

lim wu(s,t) =x, lim u(s,t)=y.
S§——00 55— 00

Let MY () be the moduli space of holomorphic strips in the class ¢ € 7r§'°‘ (x,¥). Define
Iy, : CFR°(Z, e, B,w,s) — CFR°(Z,a/, 3", w,s)
by

(25) To, ()= Y #MY(@U=©y,

Y gemy® (xy)
n(¢)=0
where () is the expected dimension of M- (9).

Proposition 5.3. Let (X, o, 3,w) be a real Heegaard diagram for (Y,7). Let (¥,a’,3',w) be the real
Heegaard diagram obtained by applying an equivariant isotopy to «; (and hence also to B; = T(ay)).
Then, by composing maps I'y, we obtain a map

o727 . CFR°(S, o, B, w,s) — CFR°(S, o/, B, w,s)

a—a’

which is a homotopy equivalence. Further, these maps commute with the Hy(Y;Z)~™ /Tors-action.
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Proof. We show that the maps I's, are homotopy equivalences. The spaces M®:(¢) have Gromov
compactifications. The 1-dimensional moduli spaces have no ends in which disks or spheres bubble
off by Lemma 4.11 and Lemma 4.12. It follows that I'y_ is a chain map. The map I'y, | is a chain
homotopy inverse for I'y, by a standard argument. The claim follows.

Commutativity with A, follows by an argument similar to that in the case of almost complex
structures. (]

5.2. Handleslides. Rather than proving handleslides invariance by way of the triangle counting
argument of [OS04c], we appeal to the work of Perutz.

Proposition 5.4. Let (X, a0, B, w) be a strongly s-admissible real Heegaard diagram for (Y, ) and let
(Z,a/, B, w) be the diagram obtained by performing a real handleslide. Then, there is a canonical map

I'y, : CFR° (%, o, B, w,5) — CFR°(X,a’, 3, w,5)
which is a homotopy equivalence.

Proof. According to [Per08, Theorem 1.2], the symplectic form w may chosen so that T, and T, are
Hamiltonian isotopic, via W;. (Perutz stated the theorem for the case m = g, but the proof works for
any m.) Therefore, there is a continuation map

Tyt : CF°(Ty, ME 5) — CF°(T.,, M% s).

It remains to show that this map is well-defined, i.e. that the w-area of the disks involved are controlled
by the Maslov index and the intersection number with w x Sym™ *(X). Given a strip ¢o with dynamic
alpha boundary, Perutz considers a sequence of curves starting at ¢ and limiting to the nodal curve
shown in Figure 5.1, which consists of a triangle T and a disk D. By the arguments of [0S04c, Section
9.2], the strong admissibility of the diagram guarantees that there are finitely many index 0 holomorphic
triangles with given intersection with w x Symm_k(Z); similarly for D. It follows the maps are well
defined.

In the real setting, the triangle-disk configuration doubles to a nodal curve in which a pair of disks
Dy and Ds split off from a rectangle R (again, reference Figure 5.1.) Admissibility of the quadruple
diagram (3, &/, at, 3, 3') follows much like [OS04c, Lemma 9.6]. Admissibility of a quadruple diagram
depends not on a single Spin® structure, but on a

0H, (Ya/ﬂ) + 6H; (Yaﬁ/)

orbit of Spin® structures. But, since o and o’ span the same subspace of Hy(3; Z), every (o, 3)-periodic
domain can be written as a sum of (&', o) and (a, 3) periodic domains, and hence 6 H1 (Y, g) = 0. The
symmetric argument shows that 0 H1 (Y, s/) = 0. Therefore, these Spin® orbits are trivial. Consequently,
we can always assume the handleslide quadruple diagram (X, &/, o, 3, 3') is strongly admissible. Tt
then follows by the argument of Perutz that the continuation maps are indeed well-defined. O

5.3. Stabilizations. At last, we turn to real stabilizations.

Proposition 5.5. Let H be a strongly admissible real Heegaard diagram for (Y, 7,s) and let H' be the
diagram obtained by a real stabilization. Then, there is a homotopy equivalence

CFR°(H,s) — CFR°(H',s).

Proof. The stabilization arguments from [OS04c] extend to the real setting, as follows.

First, we consider the case of a free stabilization. Let p € ¥ \ C and let ¢ = 7(p). Let E the
standard genus 1 Heegaard diagram for S with a single intersection point, ¢, and let E’ be the diagram
obtained from F by swapping the alpha and beta curve. Let ¢’ the point in E’ corresponding to c.

Let J € Jr be a path of symmetric almost complex structures on Sym” (%) and let J(T') be the
path of almost complex structures obtained by inserting a pair of cylinders S' x [T, T] connecting ¥
to F and 7E. Fix x,y € T,N M as well as ¢ € wft(x,y) with indr(¢) = 1. We may assume that each
u € ./(/l\é((b) of index one meets the connected sum points p and ¢ transversely. By taking a product
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F1GURE 5.1. Left: A real invariant strip with dynamic boundary conditions. The
dashed line indicates where the almost complex structure is pinched. Right: A nodal
invariant curve, consisting of a pair of monogons and a real invariant rectangle.

with the constant maps to ¢ and ¢/, we obtain a map into E x Sym™ () x 7E C Sym™ " (EV XV TE).
By [0S04¢, Lemma 10.3], through each pair of points in Sym?(E) there is a unique holomorphic sphere,
S, in the positive generator of my(Sym?(E)). By splicing in pairs of such spheres, we obtain a map

D — Sym?(E) x Sym™ (%) x Sym*(7E) € Sym™ ™ (EV X V TE),
as in [OS04c, Section 10.2]. For large T', this map becomes close to being J(T)-holomorphic, and an appli-
cation of the inverse function theorem produces a nearby J-holomorphic map in Miz(T)<S#(J5#TS). By

[0S04¢, Theorem 10.4], for sufficiently large 7', there is an identification M%(¢) = MIJ{ (T)(S#QS#TS).
Hence, it follows that

CFR(}S (H, 5) ~ CFR;Q(T) (Hl,ﬁ).

The theorem then follows from the independence of almost complex structure.

The case of a fixed set stabilization is proven in the same manner by again fixing a symmetric almost
complex structure, inserting a long neck at a point p contained in the fixed set of 7, and splicing in
spheres.

It is clear that stabilization does not affect the quantity a(¢,~). Hence, the stabilization maps
respect the action of A,. a

Corollary 5.6. The chain homotopy equivalence class of CFR°(H,s), as a FlU]|® (H,(Y,Z)~ ™ /Tors)-
module, is a well-defined invariant of (Y, 7, w,s).

Proof. Put together Lemma 3.35 and Propositions 5.1, 5.3, 5.4, and 5.5. O

Proof of Theorem 1. This follows immediately from Corollary 5.6, in the particular case when w
consists of a single basepoint (so we can take homology). Note that, on homology, Lemma 4.21 implies
that the action of Hy(Y,Z) ™ /Tors extends to one of its exterior algebra. O

6. EXAMPLES
In this section, we carry out a few computations.

Ezample 6.1. In Figure 3.3, there are three real Heegaard diagrams for (S3,7). There is a single

generator in all three examples, and therefore, the differential must be trivial. Hence, CFR™(S3,7) =
F[U] in its unique real Spin‘-structure.

Ezxample 6.2. Consider the Heegaard diagram for S' x S2 shown in the first frame of Figure 6.1.
There is a involution 71 on X given by reflection through the horizontal plane; the fixed set of this
involution is drawn in green. The sphere {pt} x S? is obtained by capping off the single periodic
domain, and is reflected under 7. Similarly, the fiber S x {pt} is also mapped onto itself by a reflection
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T1 T2

P P

FIGURE 6.1. Real Heegaard diagrams for two involutions on St x S2.

by 7. Therefore, this real Heegaard diagram represents S! x S? equipped with the involution which is
reflection on both factors; equivalently, this real S' x S? is obtained by taking the branched double
cover of the two component unlink. The kernel of © is all of H?(S! x S%;7Z), and therefore every
Spin®-structure on S x S? admits a (unique) real structure.

Both intersection points between a and ( lie on the fixed set, and therefore represent classes in
CFR°(S* x S2,71,50), where s¢ is the torsion Spin®-stucture. There are two real domains connecting
x* to x~, each with real index 1, and each having a single holomorphic representative. Hence, the
differential on the Heegaard Floer complex is trivial, and we obtain

HFR™(S* x %, 1) = H.(S") @ F[U],

in agreement with Li’s calculation in the monopole setting [Li22, Section 14.3]. The other real Spin®-
structures can be realized by winding « and § in opposite directions along a a curve isotopic to
St x {pt}. Just as in the classical case,

HFR™ (S x S%;50 £ nh) 2 F[U]/(U" - 1),
where h is a generator for Hy (S x S?;Z) and n > 0. Compare [Li22, Section 14.3].

Ezample 6.3. In the second frame of Figure 6.1 there is another Heegaard diagram for S! x S2, and
we consider the same involution on 3, reflection through the vertical plane. However, this is not
the same involution of S' x S2. This involution is the identity on the S! factor and rotation by
7 on S2. The fixed set is now two copies of the S'-fiber. We call this involution 75. In this case,
H?(S' x §%,Z)~7" = 0, and therefore only the torsion Spin‘-structure admits a real structure. In
fact, it admits two, as H'(S! x S?;Z)™ /(1 + 7.) = Z/27Z. The two intersection points in this diagram
realize different real Spin®-structures, and the obstruction  is visible as the 7,-invariant S? obtained
by capping off the single periodic domain in this figure. There can be no real invariant domains, and
hence

HFR™(S* x S? 13,5) 2 F[U]

in each real Spin®-structure s. We also remark that if one winds symmetrically to obtain admissibility
for those Spin®-structures which do not admit real structures, no new invariant intersection points are
created. Compare [Li22, Section 14.4].

6.1. Branched double covers. Of course, a very natural class of examples of real 3-manifolds comes
from the branched double covers of knots (and links) in S®. Note that for branched double covers of
knots in S3, every Spin®-structure admits a unique real structure. As in Section 3.1, we can construct
real Heegaard diagrams for ¥5(L) from free spanning surfaces for L. For links in S3 (or more generally,
for null-homologous links in other 3-manifolds), we can always work with orientable Seifert surfaces; cf.
Remark 3.7. We let 7 = 71, be the branching involution.
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FIGURE 6.2. A real Heegaard diagram for X5(75 1) 2 S® built from a Mobius band.
The link C' is drawn in green. The diagrams for Xo(T5 2,+1) = L(2n+1,1) are similar;
each twist of the M6bius band introduces a new intersection point between o and 3
on the fixed set.

Ezample 6.4. Consider the torus knot T'(2,2n + 1), whose double branched cover is the lens space
L(2n + 1,1). This knot admits a genus 1 real Heegaard diagram, obtained by thickening up the
(2n + 1)-twist Mobius band Ma,, 11 in S3. The resulting handlebody is the standard solid torus in S3,
and its complement U is also a solid torus. We choose the usual beta curve which bounds a disk in the
complement of the standard solid torus. To obtain a Heegaard diagram for 3o(7'(2,2n + 1)), we apply
the involution on dv(Ms,41) to the beta curve to obtain the alpha curve. It is easy to see that this
process produces the usual Heegaard diagram for L(2n + 1,1). Every Spin®-structure admits a single
real Spin“-structure. Hence,

HFR™ (S5(T(2,2n + 1)), 7,8) = HF~ (S5(T(2,2n + 1)), 5) = F[U],

for each real Spin°®-structure s.

Ezxample 6.5. As a slightly more interesting example, consider the knot K = 944 shown in Figure 6.3.
By a computer calculation using the program [Zha], the branched double cover of K is an L-space and
has nine Spin‘-structures; each admits a single real structure. The knot K has a genus 1, free Seifert
surface F. A regular neighborhood of F is isotopic to the standard genus 2 handlebody in S3, and
hence its complement is also a handlebody; to see this, simply twist the two central feet clockwise 37
radians, undoing the three twists shown in Figure 6.3. Choose alpha curves which bound disks in the
complement. By reversing this isotopy, we obtain the alpha curves shown on the right hand side of
Figure 6.3. To obtain the beta curves, we apply 7 to the alpa curves.

Figure 6.4 is a planar representation of the resulting diagram; the intersection points between curves
are labeled by letters and the regions are labeled by integers. We place the basepoint in the region Ry
and focus on the hat version; that is, we will only study holomorphic curves in domains that have
multiplicity zero at R;.

The resulting complex has 18 generators:

ab, ae,af,ah,bc,bd, by, ce,cf,ch,
de,df,dh,eg, fg,27(x),y7(y), 27(2)

split according to real Spin® structures into

{ab, gh, x7(x)},{ah,de,yr(y)},{bg, cf, z7(2)},
{af, bd,cd},{ch, df, eg},{bc}, {dh},{fg},{ac}

There are actually only a few domains of real index 1; most are bigons, rectangles, or annuli, and
therefore have unique holomorphic representatives. A straightforward computation shows that there
are nine real Spin®-structures. There are no index 1 domains in or out of the generators

ae,ah,be,dh, fg
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FI1GURE 6.3. Building a real Heegaard diagram for the branched cover of the knot
946 from a free Seifert surface. The two red curves bound disks in the complement of
the thickened surface.

)

S

FIGURE 6.4. A real Heegaard diagram for the branched cover of the knot 946.

which therefore support the homology in five of the nine real Spin®-structures. There are two rectangular
index 1 domains into z7(z), coming from ab and gh. Hence, ab + gh generates another summand.
There is another rectangle from y7(y) to de; this is the only index 1 domain interacting with these
generators, so neither contribute to the homology. The last index 1 rectangle is Ry and goes from
27(z) to ¢f. There is another index 1 domain into c¢f: an immersed annulus A = R5 + 2R + Rg from
bg to c¢f. Whether this class admits a holomorphic representative or not, the homology is rank 1 in
this real Spin°®-structure.

This leaves two summands for which we have not accounted. There are three index 1 annular
domains, Ry + Rg, Rs + R7, and R7 + Rg, from ch to df, bd to ce, and eg to df respectively, which
admit holomorphic representatives. Hence, ch + eg generates the eighth summand. There is one last
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complicated domain from af to bd (the domain is ¥ + Rs + R7y — Ry — R1). Whether or not this
domain admits a holomorphic representative, the rank of homology in the last real Spin“-structure is 1.
Therefore, we have that

HFR(S5(K),7,5) = F
for each real Spin°®-structure s.
While there are more complicated domains which do cover the basepoint, HFR™ (X2(K),T,s)

is determined algebraically by H/-F‘\R(EQ(K)7T75); indeed, HFR™ (X2(K),7,5) = F[U] for each real
Spin‘“-structure.

Remark 6.6. We conjecture that ﬁ(}ﬁs) is related to @(Y, 7,8) by a localization spectral se-
quence, similar to those in [SS10], [Hen12], [LM18]. If that were the case, then we would have

@(ZQ(K), 7,6) = F whenever ¥5(K) is an L-space.

7. THE EULER CHARACTERISTIC

When L and L, are oriented Lagrangians in a symplectic manifold M, the Floer group CF(Lg, L1)
inherits a Z/2-grading, and its Euler characteristic is given by the algebraic intersection of these
Lagrangians in M (see Section 4.6.) Recall from Section 4.6 that in real Heegaard Floer theory, the
Lagrangian M*® is not always orientable. Nevertheless, we can ensure orientability if we just consider
the hat theory and assume the following:

e the image of C in the quotient Y/7 is null-homologous, and
e every component of C' =Y contains at least one basepoint. (For simplicity, we will assume
that it contains exactly one.)

In that case, we explain below how to compute the grading and the Euler characteristic explicitly.

7.1. Signs of intersection points. Let L be a null-homologous link in a 3-manifold X. Let
Y be a branched double cover of X along L and write 7 for the branching involution. By the
construction in Section 3, the real manifold (Y, 7) can be represented by a real Heegaard diagram
(H,7,w) = (X, a0, B, w, 7) whose quotient ¥’ = ¥/7 is an orientable surface with boundary. We identify
L with its lift C C Y.

Since we assume that w contains exactly one basepoint on each component of C, there are

m=2h+2(l—-1)
alpha curves, where h is the genus of ¥’ and [ is the number of components of C. Further, as we are

interested in the hat theory, we remove the divisor w x Sym??~*(X) from M; we denote its complement
by M.

Lemma 7.1. Under the assumptions above, the fired set ME = MR N M is orientable.

Proof. The description of M in Section 4.1 gives a decomposition of MZE into strata of the form
(26) Sym”(¥') x Sym™2*(C),

where C = C \ w is a collection of intervals. To orient ]\/47%, we need to orient these strata in a
compatible way.

We start by orienting ¥’. Since 7 is orientation reversing, the orientation on ¥ does not determine
one on X' = (¥~ C)/7. Rather, we choose an arbitrary orientation on X’ and then orient C as its
boundary (using the “outward normal first” convention). Further, the orientation on ¥’ induces one
on the symmetric products Symk(E’ ).

Let us also pick an order of the components of C. Then, the symmetric products Symmf%(a) get
an induced orientation from that on C and the order, as follows. Note that Sym™ 2" (6’) is a manifold
with corners, and it suffices to orient its interior. A point in its interior is a tuple

c= (01, sy Cm—2k)
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where all ¢; are distinct. We require that the points ci,...,cnm—2r appear on C in this order, as we
go on the components of C' in the chosen order, and on each component we go from the basepoint
w to itself following the orientation of C. We choose disjoint intervals I ;i C C around the cj; the
orientation of C restricts to orientations on each of these intervals. A neighborhood of ¢ in Sym™ 2 (6)
is identified with the product I1 X - -+ X I,,_ox. We equip it with the product orientation multiplied by
the sign

(71)h+l7k71.

We have oriented Sym” (%) and Symm_%(é). By taking their product orientation, we orient each
stratum (26). We need to check that these orientations are compatible along boundaries, and hence

glue to give an orientation on MZE. Tt suffices to check pairwise compatibility along codimension one
parts of the boundary. Consider gluing Sym* (%) x Sym™~2¢(C) to Sym* (/) x Sym™ 2=V ().

Two points of C coalesce to glue to a limit of points (z,7(z)), with z € ¥’ approaching C. The local
model is Sym?([0, 1]), which we identify with the triangle

{(z,y) € [0,1* [z < y}.

The orientations on ¥/ and C are related by the “outward normal first” convention, so near a point
(z,) on the diagonal we have the clockwise orientation coming from ¥’. On Sym?*([0,1]) we start
with the natural counterclockwise orientation. However, on each stratum we need to multiply the
orientation with a sign, and these signs are different for the two strata we are gluing: (—1)"+!=F=1
versus (—1)"T=(=1=1 We deduce that the orientations are compatible. O

Remark 7.2. Pulling back the orientation on ¥’ to its double cover ¥ . C splits the latter into
two disjoint parts: X7, where the orientation pulled back from ¥’ agrees with the one on ¥, and
¥~ = 7(X7), where it disagrees. In particular, 3 \ C is disconnected.

Let us also orient the other Lagrangian T,. For this, choose an ordering of the alpha curves
Qi, ..., 0y, and orient the curves «; arbitrarily. This determines an orientation of their product. The
involution 7 then determines an ordering of the beta curves as well as an orientation, hence this also
induces an orientation on Tg.

Let x be an element in T, N M*%. Hence, x is contained in one of the strata of ME of the form
x={21,7(21), -, 2k, T(2k), €1, - - - s Em_oi} € Sym”™(2) x Sym™2*((),

where

Bl

zi € ap() N Bo(r(iy NET, 7(21) € Qo(riiyy N Bry NET, i=1,...,
and
Cj € Qg(j) ﬁﬂs(j), j=1,...,m—2k.

Here, o is an involution on the set {1,2,...,m} with fixed points s(1),...,s(m — 2k). The 2-cycles of
o are (r(i),o(r(i)), for i =1,...,k, for r: {1,...,k} = {1,...,m — 2k} an injection. Note that, as
a permutation, o has sign (—1)*. We require that the points cy, ..., ¢m,_2 appear on C in order as
specified in the proof of Lemma 7.1: we first arrange them according to the order of the components of
C, and then on each component we follow the orientation of C.

For each i = 1,...,k, the projections of the oriented curves a,;y and B,(,(;y) to X' intersect at [z;]
with a sign €(z;) € {£1}; here, we use here the orientation of 3. (Alternatively, we can think of €(z;)
as the sign of intersection between ;) and B, (.(;)) in X*.) Similarly, for each j =1,...,m — 2k, the
oriented curves ay(;y and C' intersect at c; with a sign €(c;), using the orientation on X.

Let also ¢(r, 0, s) be the sign of the following permutation of {1,...,m}:

(r(1),o(r(1)),r(2),0(r(2)),...,r(k),o(r(k)),s(1),...,s(m — 2k)).

Combining all of this, we compute the sign of an intersection point of T, N ME as follows.
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Proposition 7.3. The sign of X, as an intersection point between T,, and ME, is given by the formula
m—2k

(27) sgn(x) := €(r, 0, 8) He zi) H (¢j)-

Jj=1

Proof. We need to compare the direct sum orientation on Ty T, ® T MT with the orientation on
T« Sym™ (%) coming from .
The orientation on T4 T, differs from the one on the direct sum
m—2k

k
(28) @T{zi,‘r(zi) Qr(3) X Qg (r( z)) @ TCLas(z
=1

by a sign of €(r, 0, s), which comes from reordering the alpha curves.
The orientation on Tx M E differs from the one on the direct sum
m—2k

(29) @T{zl,‘r (2i) }Sym @ TCLC

i=1

by a sign of (—1)""=*F=1 which was introduced in the proof of Lemma 7.1.

Putting these together, we find that the orientation on Ty T, ® Ty M % differs from that on

k m—2k
(30) B (Tren (@ X Qo) @ T rizipSym' () & @ (Lo @ T2.C)
i=1 i=1
h+l—k—1

by a sign of €(r, 0, s). Indeed, the other sign (—1) cancels with the one coming from interleaving
the m — 2k terms of the form 7., a(;) with those of the form T, C:

(_1)(m72k)(m72k71)/2 — (_1)h+lfkfl.

The other re-orderings needed to go from the direct sum of (28) and (29) to (30) produce positive
signs, because they involve two-dimensional vector spaces.
We are left to compare (30) with the orientation on T%Sym™ (%), i.e., to the direct sum orientation

on
k m—2k

@(T{ZwT(ZZ)}Sym ) @ TC’LE
i=1
At a point {z;, 7(2;)}, comparing the orientation on T{zi7‘r(zi)}(ar(i) X ao(r(i))) X T{zi)T(zi)}Syml (=9
with that on T{zi,T(zi)}Symz(E) yields the sign €(z;). Similarly, at a point ¢; € x N C, the orientation
on Te oy X Te,C differs from the one on T,,X by the sign €(c;).
Overall, we get the expression (27). |

7.2. Two relative gradings. In light of the previous section, the group ﬁﬁ%(?—lﬂ;w,s) can be
equipped with a relative Z/2-grading in two ways. On the one hand, we can compare signs of

intersection points between T, and MZ%:
gr(x,y) = sgn(x) - sgn(y).
On the other hand, if s&(x) = s2(y) € RSpin®(Y, 7) and 6(sw(x)) is divisible by 4 (cf. Section 4.6),
there is also a relative Maslov grading on CFR™ (H, T, w,s), given by
pi(x,y) = pf(¢) — nw(¢) mod 2,

for ¢ € wl(x,y). This descends to a relative grading on Iﬁ(?—l, T, W,5).

First, we emphasize that it is not clear that gr is independent of the choice of diagram. To define
gr, we must choose a real Heegaard surface with orientable quotient. However, we might not be able
to connect any two such real Heegaard splittings through a sequence of splittings with this property.
In fact, we expect that there is a dependence on the homology class [¥'] € Ho(Y/7, L; Z).
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Second, as noted in Section 3.8, the natural map
(31) RSpin‘(Y, 7,w) — RSpin®(Y, 7)

need not be injective. Thus, not every pair of intersection points x and y which determine the same
real Spin®-structure can be connected by a real invariant domain that misses w. The real Maslov index
does not give an intrinsic way to compare intersection points in different relative real Spin°-structures.

Remark 7.4. When C has a single connected component, these two relative gradings do agree, because
the map

(32) RSpin®(Y, 7, w) — RSpin®(Y, 1)

is an isomorphism (see Section 3.8). In this case, it follows from the invariance of HFR that gr is
independent of the choice of diagram. We can then make use of the fact that gr is defined on all of

@(K 7, w), rather than on @(Y, 7,w,s) for particular real Spin® structures.

In general, we have two candidate Euler characteristics for the theory. For s € RSpin®(Y, 1), we
may define the Euler characteristic of the hat theory by

(33) R(HFR(H,7,w,5)) = > sgn(x).
x€ToNME
s (x)=s5

This is well-defined only up to a sign, because it depends on the chosen orientations of T, and M.

(More precisely, it depends on the resulting orientation on their product T, X J\ﬁ) Alternatively, we
may define

(34) X(@(H,T,W75)) = Z (_1)Mﬁ(x,xo)7
x€T,NME
sB(x)=s

for a fixed intersection point x( realizing s. This is, of course, also only well-defined up to sign. In
general, these Euler characteristics need not agree, as the following example demonstrates.

Example 7.5. Consider again the real Heegaard diagram for (H,7) = (S* x S%,7), where 7 = id xrot,
from Example 6.3. The real manifold (S* x S2,7) has two real Spin®-structures, s; and s5. Add a
second basepoint together with a symmetric pair of alpha and beta curves as in Figure 7.1. Then
fﬁ(?—l,ﬂw) is four-dimensional, generated by zy, xzz, vy, and vz. Here, zy and xzz are in a real
Spin®-structure s1, whereas vy and vz are in the other real Spin®-structure s,. All four are in different
relative real Spin®-structures.

There is a real invariant bigon of index one from zz to zy, covering a single basepoint. Hence,

pf(zz,2y) =0 mod 2,
and therefore X(EF\R(H,T,W,El)) = 2. Similarly, X(FF\R(H,T,W,SQ)) =2.

Things are more interesting when computing X. The signs of vy and vz disagree (since €(y) and
€(z) disagree), and therefore )?(I?F??,(’H, T,W,59)) = 0. However, the signs of xy and xz agree. Indeed,
while e(y) and €(z) disagree, the signs of the permutation e(r, o, s) for the two intersection points
disagree as well: This is because on the component if C' containing z,y, and z, the point x separates y
and z when one traverses the fixed point set starting at the basepoint. Therefore, in this case we have

S(HFR(H, 7, W, 52)) = 2.

As noted above, gr has the advantage that is defined on all of ﬁF\R(H,T, w), rather than on

@(H, 7,w, ) for particular real Spin® structures. It follows that we can also sum over all intersection
points, to obtain a “total” Euler characteristic. Again, this is well-defined up to a sign.
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(D

FIGURE 7.1. A doubly pointed real Heegaard diagram for (S x S2,7).

7.3. Double branched covers. Let us specialize the above discussion to the case of double branched
covers over knots K C S3. Since in this case each Spin®-structure on ¥3(K) has a unique real Spin®
structure, we will not distinguish between the two concepts. Further, as noted in Remark 7.4, since we
are working with knots rather than links, the two relative Z/2-gradings on HFR agree. Hence, the two
notions of Euler characteristic (x and X) also agree.

Following the notation from the Introduction, for s € Spin®(X,(K)) we define

Ys(K) = x(HFR(S2(K), 7K, 5)).

Because x(K) is a signed count of intersection points, and non-invariant intersection points come in
pairs, the parity of xs(K) is the same as that of x(HF (32(K),s)), which is 1 by [OS04b, Proposition
5.1]. Thus, xs(K) is an odd integer (so far, only defined up to sign).

Let

Yot (K) = 3 xa(K).

This is also odd, because the number of Spin® structures is det(K), which is odd. Let us fix the sign

of xtot(K) to be positive. This fixes an orientation on T, X M, and therefore fixes the signs of
Xs(K) € 2Z + 1 for all s.

We have written some computer code to compute x(K) using the formulas (27) and (34); see [GM].
Roughly, given a representation of K as the closure of a braid, B, there is a canonical Seifert surface
Y p. This surface is simple enough that the intersections between the alpha and beta curves on the
associated real Heegaard diagram (as well as their signs of intersection) are determined by the braid B.
It is then straightforward to compute the quantity (27) for each generator for the real Floer complex.
Note that the genus of the resulting Heegaard splitting is twice that of the surface X5, so [T, N MFE|
(and hence the computing time) grows rather quickly.

We computed the Euler characteristic for all knots with up to 8 crossings, as well as some with
more crossings (see [GM] for a full list). A sample is shown in Table 7.1.

For a Spin‘-rational homology sphere (Y, s), EF(Y, 5) always has Euler characteristic equal to one.
This is notably false in the case of real Seiberg-Witten theory [Miy23,1.i24], and also for our theory.
The smallest knot we found for which x4(K) # £1 for some s was 10;52. We verified as well that for the
pretzel knot P(—2,3,7) = 12n249 we have xiot(P(—2,3,7)) = 3, in agreement with the computation
from Seiberg-Witten theory [Miy23]. A similar knot is 12n12;, whose double branched cover is the
Brieskorn sphere (2,3, 11); just like P(—2,3,7), this knot has determinant one and Heegaard Floer
degree equal to 3.
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Knot det(K Xtot (K) Xs(K)
unknot 1 1 [1]
3, 3 1 1,-1,1]
4, 5 3 1,1,-1,1,1]
5, 5 1 [~1,1,1,1, —1]
5o 7 3 1,1,-1,1,-1,1,1]
61 9 5 1,1,1,-1,1,-1,1,1,1]
6o 11 1 n,1,-1,1,-1,-1,-1,1,-1,1,1]
65 13 3 n,-1,1,1,1,-1,-1,-1,1,1,1, - 1,1]
7 7 1 [~1,1,1,-1,1,1,-1]
7o 11 5 1,-1,1,1,1,-1,1,1,1,-1,1]
75 13 1 [-1,1,1,1,-1,-1,1,-1,-1,1,1,1, —1]
T4 15 7 n,1,-1,1,-1,1,1,1,1,1,-1,1,-1,1,1]
7o 17 1 1,-1,1,1,1-1,-1,-1,1,-1,-1,-1,1,1,1,-1,1]
76 19 5 [-1,1,-1,1,1,-1,1,1,1,-1,1,1,1,~1,1,1, 1,1, —1]
a 21 7 n,1,-1,1,1,1,1,-1,1,-1,-1,-1,1,-1,1,1,1,1, 1,1, 1]
81 13 7 1,1,1,1,-1,1,-1,1,-1,1,1,1,1]
85 17 3 -1,-1,1,-1,1,1,1,1,-1,1,1,1,1,-1,1, -1, —1]
85 17 9 ,1,1,-1,1,-1,1,1,1,1,1,~1,1, ~1,1, 1, 1]
84 19 19 n,1,-1,1,1,1,-1,1,-1,-1,-1,1,-1,-1,-1,1, -1,1,1,1, -1, 1,1]
85 21 1 n,-1,1,1,-1,-1,1,-1,-1,1,1,1, -1, -1,1,-1,-1,1,1,-1,1]
86 23 3 n,1,-1,1,1,1,-1,1,-1,-1,-1,1,-1,-1,-1,1, -1,1,1,1, -1, 1,1]
87 23 1 n,-1,1,1,1,1,~1,-1,-1,1,-1,~1,-1,1,—1,-1,~1,1,1,1,1, -1, 1]
9 9 1 n,-1,-1,1,1,1, -1, -1,1]
1015 11 1 [-1,-1,1,1,-1,3,~1,1,1,-1, 1]
121121 1 3 [3]
12124 1 3 [3]

TABLE 7.1. Values of xtot and x5 for some small knots. The middle entry in the list
of xs corresponds to the spin structure.

Remark 7.6. In classical setting, X(ﬁ(Y, 5)) is independent of the Spin®-structure s. This is because
if w and w’ are two basepoints which can be connected by a path which only intersects §; once,
5, (x) and s, (x) differ by the Poincaré dual of a curve 5 which is geometrically dual to ;. Hence,
HF(Y,s) and HF (Y, s + PD(8;)) can be calculated by the same intersection points. In our situation,
we have less freedom, as we can only drag the basepoint along C; moreover, since a; N C' = 5; N C, the
basepoint necessarily crosses the curves in pairs, and so changes the Spin“-structure by PD(af + 55).
This explains the dependence of x; on s.

Remark 7.7. Tt follows from Example 6.4 that |xs(Z2,2n+1)] = 1 for every real Spin®-structure. However,
the diagrams we used there have non-orientable quotients. Therefore, even though the real Floer
complex is computable, it is not clear how to pin down the signs, nor how to compute Xot(12,2n+1)
from this diagram.
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