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Abstract

Beginning with Mirrlees, the optimal taxation literature has generally focused on economies where individuals are differentiated only by their productivity. Here we examine models where individuals are differentiated by up to five characteristics. We examine cases where individuals differ in productivity, elasticity of labor supply, “basic needs”, levels of distaste for work, and elasticity of demand for consumption. We find that the extra dimensionality produces substantially different results. In particular, we find cases of negative marginal tax rates for some high-productivity taxpayers. In our examples, income becomes a fuzzy signal of who should receive a subsidy under the planner’s objective, and the planner chooses less redistribution than in more homogeneous societies. We also examine optimal taxation in an OLG model and find that there is much less redistribution if the planner does not discriminate on the basis of age, as most governments do. Multidimensional optimal tax problems are difficult nonlinear optimization problems because the linear independence constraint qualification does not hold at all feasible points and often fails to hold at the solution. To solve these nonlinear programs robustly, we use SNOPT in elastic mode, which has been shown to be effective for degenerate nonlinear programs. Further, we apply the nonlinearly constrained augmented Lagrangian algorithm (NCL) we created and robustly solve all high dimensional models.

1 Introduction

The Mirrlees (1971) optimal tax analysis and much of the literature that followed assumed that people differ only in their productivity, and shared common preferences over consumption and leisure. The world is not so simple. It is not realistic to think people are the same as long as they have the same productivity. A more realistic model would account for multidimensional heterogeneity. For example, some high ability people have low income because they prefer leisure, or the life of a scholar and teacher. In contrast, some low ability people

∗Corresponding author. Hoover Institution, Stanford University, and NBER. Email:kennethjudd@mac.com
†Management Science and Engineering, Stanford University. Email:dingma@stanford.edu
‡Management Science and Engineering, Stanford University. Email:saunders@stanford.edu
§Booth School of Business, The University of Chicago.
have higher-than-expected income because circumstances, such as having to care for many children, motivate them to work hard. Despite the unrealistic aspects of this one-dimensional analysis, its conclusions have been applied to real tax problems. For example, Saez (2001) says “optimal income tax schedules have few general properties: we know that optimal tax rates must lie between 0 and 1, and that they equal zero at the top and bottom.”

The presence of multidimensional heterogeneity is critically important for optimal taxation. In one-dimensional models, there is often a precise connection between what the government can observe, income, and how much the government wants to help (or tax) the person. Incentive constraints alter this connection, but the solution often involves full revelation of each individual’s type. However, this clean connection between income and “merit” is less precise in the presence of multidimensional heterogeneity. If an individual has low income because he has low productivity, then we might want to help him whereas we would not want to help a high-productivity person choosing the same income because of his preference for leisure.

The basic question we ask here is “Does the presence of multidimensional heterogeneity reduce the optimal level of redistribution?” The intuition is clear: a one-dimensional signal like income is a noisy signal of merit, and as the signal to noise ratio falls, we will rely less on it to implement any policy. Our initial results support this conjecture.

There have been some attempts to look at multidimensional tax problems with a continuum of types. For example Mirrlees considers a general formulation, and Wilson (1993, 1995) looks at similar problems in the context of nonlinear pricing. However, both assume a first-order approach. This approach is justified in one-dimensional cases where the single-crossing property holds and implies that at the solution each type is tempted only by the bundles offered to one of the his two neighboring types. This approach leads to a system of partial differential equations. Tuomala (1999) solves one such example numerically, as does Wilson in the nonlinear pricing context. Unfortunately, no one has found useful assumptions that justify the first-order approach in the multidimensional case. The first-order approach assumes that the only alternatives that are tempting to a taxpayer are the choices made by others who are very similar in their characteristics. The single-crossing property in the one-dimensional case creates a kind of monotonicity that can be exploited to rule out the need to make global comparisons. However, there is no comparable notion of monotonicity in higher dimensions since there is no simple complete ordering of points in multidimensional Euclidean spaces.

The absence of an organizing principle like single-crossing does not alter the general theory; it only makes it harder. The general problem is still a constrained optimization problem: maximize social objective subject to incentive and resource constraints. However, the number of incentive constraints is enormous, and, unlike the single-crossing property in the one-dimensional case, there are no plausible assumptions that allow us to reduce the size of this problem.

There have been several studies which have extended the Mirrlees analysis in multidimensional directions. The references lists several such papers. Our initial perusal of that literature\(^1\) indicates that there has been only limited success. Some papers look at cases

\(^1\)This draft does not contain any detailed description of the literature. Our apologies to those whose work we ignore in this draft.
with a few (such as four) types of people, some consider using other instruments, such as commodity taxation, to sort out types, and some prove theorems of the form “if the solution has property A, then it also has property B”, leaving us with little idea about how plausible Property A is.

Since multidimensional models are clearly more realistic than one-dimensional models, we numerically examine optimal taxation with multidimensional heterogeneity. First, we examine a two-dimensional case with both heterogeneous ability and heterogeneous elasticity of labor supply. This is a particularly useful example since it demonstrates how easy it is to get results different from the one-dimensional case and how any search for simplifying principles like single crossing is probably futile. In particular, we find that the optimal tax rate can be negative for the highest income earners! This contradicts one of the most basic results in the optimal tax literature, and the contradiction is due to the failure of binding incentive constraints to fall into a simple pattern. Second, we look at another two-dimensional model where people differ in ability and “basic needs”. In this model income is a bad signal of a person’s marginal utility of consumption (which, at the margin, is what the planner cares about) because high income could indicate high wages or an individual with moderate ability but large expenditures, such as medical expenses, that consume resources more than they contribute to utility. Third, we compute the solution to the optimal tax policy for a case of three-dimensional heterogeneity combining heterogeneous ability, elasticity of labor supply and “basic needs”.

Fourth, we consider the case where people differ in age. One can pursue a standard Mirrlees approach in dynamic models where an individual announces his type and then accepts a sequence of income-consumption bundles from the government. This is the approach pursued in Golosov, et al. (2003) and Kocherlakota (2005). The tax policies in these models may be strongly history dependent. That is, a person’s tax payment today may depend on past income. Actual income tax policies do not have this form. In contrast, US tax liabilities for a year depend on the income earned in that year\(^2\). We make no attempt to explain why US tax law does not use memory\(^3\); instead, we examine the optimal, incentive compatible, but memoryless tax policy. Here again the government will face a difficult problem in deciding taxation policies. If a person has low income, is it because he is a middle-aged individual with low ability, or is it a young person with high-ability at the beginning of a steep life-earnings profile? The government may want to help the former, but not the latter. The solution to the memoryless optimal tax problem is a solution to another incentive problem that takes into account the lack of memory on the part of the planner.

Our computations not only demonstrate the feasibility of our approach, but they also point towards interesting economic conclusions. When we compare the results for the 1D,

\(^2\)There are some deviations from this. In the past, income averaging created some intertemporal connections. There are a few special features based on age. However, these exceptions are of minor importance and are surely much smaller than the interdependencies implied by dynamic mechanism models. Even the capital gains tax rules allows a taxpayer to take the records of his purchases to the grave with him.

\(^3\)Whatever their economic value, tax rules with strong history dependence are currently politically infeasible. One problem is the fear that the accumulation of personal histories in government hands would lead to abuse, and convert the IRS into an agency more like the NKVD or Stasi. Most Americans have a very negative view of such institutions. We suspect that this would not change even if those more familiar with the NKVD, Stasi, and similar organizations could reassure us that our worries are baseless.
2D, and 3D models, we find that the optimal level of redistribution is significantly less as we add heterogeneity. In the OLG model, we also find that the inability to discriminate on age substantially reduces redistribution. The intuition is clear: in a complex world, income is a less reliable signal of whether we want to tax or subsidize a particular type of individual; hence, we use the signal less and implement less redistribution.

One response to the reduced ability to redistribute income is to add instruments to tax policy, such as taxing those commodities demanded by those we want to tax or to gather more facts about a taxpayer, such as his wage. Of course, the marginal value to a planner of making the tax system more complex will have to be balanced against the implementation costs. While it is reasonable to conjecture that we do not want to make the tax code as complex as the world, the exact balance between complexity costs and benefits is not immediately clear. In any case, the approach we take can be used to address this issue.

In all of these cases, we take a numerical approach. Our results show that numerical solutions, implemented on desktop computers\(^4\), of complex incentive mechanism design problems are possible when one uses the appropriate algorithms. This is not as difficult as commonly perceived, but there are some numerical difficulties. The lack of convexity in the incentive constraints implies the possible presence of multiple local optima; we use standard multi-start and other diagnostic techniques to avoid spurious local maxima. The more serious problem is the frequent result that the solution does not satisfy LICQ (linear independence constraint qualification). This makes it difficult for most optimization algorithms to find solutions. We use methods that can deal with moderate failure of LICQ, but many of our problems lie at the frontier of the state of the art in numerical optimization.

In this version of this paper, we just examine a small number of examples that highlight the ideas and present some interesting and suggestive initial results. Far more computation will be needed to check the robustness of the insights.

We take the discrete-type approach since it makes no extra assumptions about the solution. The continuous-type approach used in Wilson and Tuomala allow them to use powerful PDE methods but only after they have made strong assumptions about the solution. Since we want to avoid unjustified assumptions about the solution, we stay with models with finite types. This turns out to be justified since we find results that violate standard presumptions. In particular, we find cases where the marginal tax rate on the top income is negative. This appears to violate previous results. In particular, Corollary 6.1 in Guesnerie and Seade (1982) finds that marginal tax rates are always nonnegative in their multidimensional model, but they use “Assumption B”, which is essentially a statement that the single-crossing property holds for some ordering of the distinct utility functions. Guesnerie and Seade admit that this assumption will not hold when there are many types with a multidimensional structure. Indeed, we find rather small examples that violate Assumption B and produce negative marginal tax rates.

The examples in this paper show that heterogeneity has substantial impact on optimal tax policy. We also show that computational approaches to optimal tax problems are possible when one uses high-quality optimization software. Further work will examine the robustness

---

\(^4\)Relative to the computing power available in modern high-performance computing environments, using a desktop computer is like running the marathon after you have shot yourself in both feet. Far more will be possible once we move to modern computing environments.
of these examples, but the efficiency of our algorithms will allow us to look at a wide variety of specifications for tastes and productivities.

2 Taxation with one-dimensional taxpayer types

We begin with examples of the classical Mirrlees problem. Later we compare them to the optimal tax policies in more heterogeneous models.

Assume we have \( N \) taxpayers \((N > 1)\). There are two types of goods: consumption and labor services. Let \( c_i \) and \( l_i \) denote taxpayer \( i \)'s consumption and labor supply, with productivity represented by wage rate \( w_i \). We index the taxpayers so that taxpayer \( i \) is less productive than taxpayer \( i + 1 \):

\[
0 < w_1 < \cdots < w_N. \quad (1)
\]

A type \( i \) taxpayer has pre-tax income equal to

\[
y_i := w_il_i, \quad i = 1, \ldots, N. \quad (2)
\]

Individuals have common utility function over consumption and labor supply: \( u : R_+ \times R_+ \to R \). We assume that \( u \) is a continuously differentiable, strictly increasing, and strictly concave function with

\[
\frac{\partial u}{\partial c} = \infty, \quad \text{and} \quad \lim_{c \to \infty} u(c, l) = 0.
\]

We next define the implied utility function \( U^i : R_+ \times R_+ \to R \) over income and consumption:

\[
U^i(c_i, y_i) := u(c_i, y_i/w_i), \quad i = 1, \ldots, N. \quad (3)
\]

For many preferences (such as quasilinear utility) over income and consumption, higher ability individuals have flatter indifference curves, and indifference curves in income-consumption space of different individuals intersect only once; this defines the single-crossing property.

An allocation is a vector \( a := (y, c) \), where \( y := (y_1, \ldots, y_N) \) is an income vector and \( c := (c_1, \ldots, c_N) \) is a consumption vector. The social welfare function \( W : R_+^N \times R_+^N \to R \) is of the weighted utilitarian form:

\[
W(a) := \sum_i \lambda_i U^i(c_i, y_i). \quad (4)
\]

We typically assume that the weights \( \lambda_i \) are positive and nonincreasing in ability. The case where \( \lambda_i \) equals the population frequency of type \( i \) is the utilitarian social welfare function. We take the utilitarian approach. We assume Output is proportional to total labor supply, which is the only input. Therefore, technology imposes the constraint

\[
\sum_i \lambda_i c_i \leq \sum_i \lambda_i y_i. \quad (5)
\]

We also assume \( c_i \geq 0 \) and \( y_i \geq 0 \).

We assume that the government knows the distribution of wages and the common utility function, that it can measure the pretax income of each taxpayer, but cannot observe a
taxpayer’s labor supply nor his wage rate. This corresponds to assuming that each taxpayer’s
tax payment is a function solely of his labor income. We also assume that all taxpayers face
the same tax rules. Therefore, each taxpayer can choose any \((y_i, c_i)\) bundle suggested by
the government. The government must choose a schedule such that type \(i\) taxpayers will
choose the \((y_i, c_i)\) bundle; therefore, the allocation must satisfy the incentive-compatibility
or self-selection constraint:

\[
U^i(c_i, y_i) \geq U^i(c_p, y_p) \quad \text{for all } i, p, \tag{6}
\]

which states that each person weakly prefers the consumption and income bundle meant
for his type to those for other types of people. If the tax policy satisfies (6), then it
is common knowledge that an individual with wage \(w_i\) will choose \((y_i, c_i)\) from the set
\(\{(y_1, c_1), \ldots, (y_N, c_N)\}\).

The optimal nonlinear income tax problem is equivalent to the following nonlinear opti-
mization problem, where the government chooses a set of commodity bundles:

\[
\max_{c_i, y_i} \sum_i \lambda_i U^i(c_i, y_i) \quad \text{s.t. } U^i(c_i, y_i) - U^i(c_p, y_p) \geq 0 \quad \text{for all } i, p
\]

\[
\sum_i \lambda_i y_i - \sum_i \lambda_i c_i \geq 0
\]

\[
c_i, y_i \geq 0 \quad \text{for all } i. \tag{7}
\]

\[2.1 \text{ Mirrlees cases}\]

We first consider examples of the form

\[
u(c, l) = \log c - \frac{1^{1/\eta_0 + 1}}{1/\eta_0 + 1} \tag{8}
\]

with \(N = 5, w_i \in \{1, 2, 3, 4, 5\}, \lambda_i = 1\), where different values of \(\eta_0\) correspond to different
examples. The zero tax commodity bundle for type \(i\) is the solution to \(\max_{l_i} u^i(w_i l_i, l_i)\),
which we denote \((c^*, l^*, y^*)\). The zero tax solution here is \(l^*_i = 1\) and \(c^*_i = w_i\). We compute
the solutions for \(\eta_0 = 1, 1/2, 1/3, 1/5, 1/8\), and report in Tables 1–5 the following for
\(i = 1, \ldots, N\):

\[
y_i, \quad \frac{y_i - c_i}{y_i} \quad \text{(average tax rate)}, \quad 1 - \frac{u_i}{wu_c} \quad \text{(marginal tax rate)}, \quad \frac{l_i}{l^*_i}, \quad \frac{c_i}{c^*_i}. \tag{9}
\]

The pattern of the binding incentive-compatibility constraints is the simple monotonic chain
to the left property as expected in nonlinear optimal tax problems in one dimension. Note
that the results are as expected. Marginal and average tax rates on the types that pay taxes
are moderately high, and increase as the elasticity of labor supply falls. The subsidy rates to
the poor fall as we move from the high-elasticity world to the low-elasticity world because the
high marginal rates the poor face depress their labor supply much more in the high-elasticity
world; remember, all people in each of these economies have the same elasticity.
3 Multidimensional heterogeneity

We next consider models with multidimensional heterogeneity. One kind of multidimensional heterogeneity is where people differ in both productivity and elasticity of labor supply, \( \eta \). We examine that and other types of heterogeneity. More generally, we consider utility functions of the form

\[
    u(c, l) = \frac{(c - \alpha)^{1-1/\gamma}}{1-1/\gamma} - \psi \frac{l^{1/\eta+1}}{1/\eta + 1},
\]

where \( \alpha, \gamma, \psi, \) and \( \eta \) are possible taxpayer heterogeneities, in addition to wage \( w \). Each term has a natural economic interpretation. The parameter \( \alpha \) represents basic “needs”, a minimal level of consumption. A high \( \alpha \) implies a higher marginal utility of consumption at any \( c \). The parameter \( \gamma \) represents the elasticity of demand for consumption, whereas \( \psi \) represents the level of distaste for work. The parameter \( \eta \) represents labor supply responsiveness to the wage. This general specification implies a 5D specification of taxpayer types, and the
corresponding 5D nonlinear optimization problem is

$$\begin{align*}
\operatorname{max} & \quad \sum_{i,j,k,g,h} \lambda_{i,j,k,g,h} U^{i,j,k,g,h}(c_{i,j,k,g,h}, y_{i,j,k,g,h}) \\
\text{s.t.} & \quad U^{i,j,k,g,h}(c_{i,j,k,g,h}, y_{i,j,k,g,h}) - U^{i,j,k,g,h}(c_{p,q,r,s,t}, y_{p,q,r,s,t}) \geq 0 \quad \forall (i, j, k, g, h), (p, q, r, s, t) \\
& \quad \sum_{i,j,k,g,h} \lambda_{i,j,k,g,h} y_{i,j,k,g,h} - \sum_{i,j,k,g,h} \lambda_{i,j,k,g,h} c_{i,j,k,g,h} \geq 0 \\
& \quad c_{i,j,k,g,h}, y_{i,j,k,g,h} \geq 0 \quad \forall (i, j, k, g, h),
\end{align*}$$

where

$$\begin{align*}
i, p = 1: na \quad (na = \text{number of different wage types}) \\
j, q = 1: nb \quad (nb = \text{number of different elasticity of labor supply}) \\
k, r = 1: nc \quad (nc = \text{number of different basic need types}) \\
g, s = 1: nd \quad (nd = \text{number of different level of distaste for work}) \\
h, t = 1: ne \quad (ne = \text{number of different elasticity of demand for consumption}).
\end{align*}$$

It is worth mentioning that the following is a fully indexed version of (9):

$$U^{i,j,k,g,h}(c_{p,q,r,s,t}, y_{p,q,r,s,t}) = \left(\frac{c_{p,q,r,s,t} - \alpha_k}{1 - 1/\gamma_h}\right)^{1-1/\gamma_h} - \psi_g \left(\frac{y_{p,q,r,s,t}}{w_i}\right)^{1/\eta_j + 1}.$$ 

Hence, if we assume that taxpayers share the same elasticity of demand for consumption, i.e., $ne = 1$, $\gamma_h = 1, \forall h$, we have a 4D specification of taxpayers’ utility function:

$$U^{i,j,k,g}(c_{p,q,r,s}, y_{p,q,r,s}) = \log(c_{p,q,r,s} - \alpha_k) - \psi_g \left(\frac{y_{p,q,r,s}}{w_i}\right)^{1/\eta_j + 1}.$$ 

If we further assume that taxpayers share the same level of distaste for work, i.e., $nd = 1$, $\psi_g = 1, \forall g$, we have a 3D specification of taxpayers’ utility function:

$$U^{i,j,k}(c_{p,q,r}, y_{p,q,r}) = \log(c_{p,q,r} - \alpha_k) - \left(\frac{y_{p,q,r}}{w_i}\right)^{1/\eta_j + 1}.$$ 

Furthermore, if we add the assumption that taxpayers share the same basic need, i.e., $nc = 1, \alpha_k = 0, \forall k$, we have a 2D specification of taxpayers’ utility function:

$$U^{ij}(c_{p,q}, y_{p,q}) = \log c_{p,q} - \left(\frac{y_{p,q}}{w_i}\right)^{1/\eta_j + 1}.$$ 

Finally, if we add the assumption that taxpayers share the same elasticity of labor supply, i.e., $nb = 1, \eta_j = \eta_0, \forall j$, we reach the Mirrlees’ case:

$$U^i(c_p, y_p) = \log c_p - \left(\frac{y_p}{w_i}\right)^{1/\eta_0 + 1}.$$
4 Computational difficulties and solutions for NLPs with incentive constraints

The 5D general taxation nonlinear program (22) is a difficult problem to solve numerically. The objective is concave, but there are very many constraints. The number of variables is \(n_a \times n_b \times n_c \times n_d \times n_e \times 2 = 2|T|\), and the number of nonlinear constraints is \(|T| \times (|T| - 1)\), the square of the number of variables. This is a feature of all incentive problems; only in some with simplifying principles like single-crossing are we able to significantly reduce the number of constraints.

4.1 Initialize with a feasible solution

Given the complexity of the taxation optimization problems, it often helps tremendously to provide any optimization solver that you may choose a feasible starting point. In fact, with the solvers and algorithms that we have tried, from 3D and up, the convergence depends on the feasible starting point. For ease of understanding and notation, we use a 1D optimization problem to illustrate the method of finding a feasible point.

To search for a feasible point of any optimization problem, we could solve exactly the same problem with a constant objective function:

\[
\begin{align*}
\max_{c_i, y_i} & \quad 0 \\
\text{s.t.} & \quad U^i(c_i, y_i) - U^i(c_p, y_p) \geq 0 \quad \text{for all } i, p \\
& \quad \sum_i \lambda_i y_i - \sum_i \lambda_i c_i \geq 0 \\
& \quad c_i, y_i \geq 0 \quad \text{for all } i,
\end{align*}
\]

which has a zero tax special case for each wage type \(i\):

\[
\begin{align*}
\max_{c_i, y_i} & \quad U^i(c_i, y_i) \\
\text{s.t.} & \quad y_i - c_i = 0 \quad \text{for all } i \\
& \quad c_i, y_i \geq 0 \quad \text{for all } i.
\end{align*}
\]

If we define \((y^0, c^0)\) as the solution of the above problem, then

\[
(y^0, c^0) = \left\{ \left[ \max_{y_i, c_i} U^i(c_i, y_i) \quad \text{s.t.} \quad y_i = c_i \right] \forall i \right\}
\]

It is easy to see that

\[
(y^0, c^0) = \left\{ \max_{y_i, c_i} \sum_i U^i(c_i, y_i) \quad \text{s.t.} \quad [y_i = c_i, \forall i] \right\}
\]

Since different \((y_i, c_i)\) do not interact with each other, maximizing each individual utility is equivalent to maximizing the sum of the individual utilities. Hence, we can find a feasible point by solving a much simpler optimization problem (20).
4.2 Global extensions of common utility functions

Many utility functions are defined over a bounded domain. For example, neither $\log c$ nor $c^{1-1/\gamma}/(1 - 1/\gamma)$ are defined for $c < 0$. This can create significant problems of numerical computations in economics. A common opinion is that there is no problem with these functions not being defined for negative consumption. In fact, economists often exploit the Inada condition (that is, $u'[c] = \infty$) to prove interior solutions to optimization problems. However, there are both computational and economic reasons to examine utility functions defined over negative consumption.

First, numerical methods will often want to evaluate utility functions at negative values. Even if one imposes a positivity constraint on consumption, the typical solver will take that to mean that the solution must satisfy that constraint, not that the objective function is not defined for negative values. Second, economists need to remember that “consumption” generally refers to consumption of market goods. Aspects of real life, such as home production, unreported transactions, and charity imply that people may have zero consumption of market goods but still have well-defined utility in reality. Barter would imply negative consumption of market goods: suppose you bring eggs to a grocery store, sell them to the grocer, and use the proceeds to buy soap. In terms of market goods, you would have negative consumption of eggs and positive consumption of soap. While such transactions may be rare today, they were quite common less than a century ago.

A more common problem is that utility may not be defined even for positive levels of consumption. Examples include utility functions like $(c - \alpha)^{1-1/\gamma}/(1 - 1/\gamma)$ or $\log(c - \alpha)$ for “minimum” consumption level represented by $\alpha$. There is no problem if $c > \alpha$, but utility will be undefined if $c < \alpha$. We put the term “minimum” in quotations because the $\alpha$ parameter is used to avoid linear Engel curves, not out of some empirical observation about behavior for $c < \alpha$. In general, unless there is no possibility that the solution to your economic problem involves $c \leq \alpha$, the utility function should be defined over all nonnegative consumption levels. Also, in a multi-good context, the utility function should allow negative consumption of individual items.

The necessity of global extensions of common utility functions may not be extremely clear until we try solving 4D and 5D optimal taxation problems. Because of the high dimensionality, even with the additional bounds for the consumption $c$’s, the cross comparison in the incentive constraints will encounter the case of evaluating utility functions at points where they are not defined.

Hence, we define alternative utility functions that agree with a standard utility function over most of its domain but are extended to be defined globally. We also want the extended utility functions to satisfy the usual requirements of utility functions, such as monotonicity and concavity.

We use a quadratic function to extend the utility function to negative consumption. One can also understand it as taking a Taylor expansion of the original utility function at a point.
close to 0. Hence we have a piece-wise utility function for the 3D case (details in Appendix?):

\[
U_{i,j,k}(c_{p,q,r}, y_{p,q,r}) = \begin{cases} 
\log(c_{p,q,r} - \alpha_k) - \frac{(y_{p,q,r})^{1/\eta_j + 1}}{1/\eta_j + 1}, & \text{if } c_{p,q,r} > \alpha_k \\
-\frac{1}{2\epsilon}(c_{p,q,r} - \alpha_k)^2 + \frac{2}{\epsilon}(c_{p,q,r} - \alpha_k) + \log \epsilon - \frac{3}{2} - \frac{(y_{p,q,r})^{1/\eta_j + 1}}{1/\eta_j + 1}, & \text{o.w.}
\end{cases}
\]  

(21)

For a 4D model, the extended utility function is quite similar, with an additional parameter \( \psi_g \). For a 5D model, with a little bit more algebra (details in Appendix?), we obtain

\[
U_{i,j,k,g,h}(c_{p,q,r,s,t}, y_{p,q,r,s,t}) = \begin{cases} 
\frac{(c_{p,q,r,s,t} - \alpha_k)^{1-1/\gamma_h}}{1-1/\gamma_h} - \psi_g \frac{(y_{p,q,r,s,t})^{1/\eta_j + 1}}{1/\eta_j + 1}, & \text{if } c_{p,q,r,s,t} > \alpha_k \\
-\frac{1}{2\gamma_h} c_{p,q,r,s,t}^{1-1/\gamma_h} (c_{p,q,r,s,t} - \alpha_k)^2 + (1 + \frac{1}{\gamma_h}) c_{p,q,r,s,t}^{1-1/\gamma_h} (c_{p,q,r,s,t} - \alpha_k) \\
+ \left(1 - \frac{1}{2\gamma_h}\right) c_{p,q,r,s,t}^{1-1/\gamma_h} - \psi_g \frac{(y_{p,q,r,s,t})^{1/\eta_j + 1}}{1/\eta_j + 1}, & \text{o.w.}
\end{cases}
\]  

(22)

4.3 Linear independence constraint qualification (LICQ)

There is no reason to believe that the constraints are concave. This creates two problems. First, we cannot ignore the possibility of multiple local optima. We deal with this in standard ways, so we will not discuss further details.

The second problem is more challenging: the failure of useful constraint qualifications. Recall the structure of constrained optimization problems. Consider the inequality constrained problem

\[
\min_{x} f(x) \quad \text{s.t.} \quad c(x) \geq 0,
\]

where \( f : \mathbb{R}^n \to \mathbb{R} \) and \( c : \mathbb{R}^n \to \mathbb{R}^m \) are assumed smooth. There are many numerical algorithms for solving such problems, but they generally assume that the solution \( x^* \) satisfies some constraint qualification. Define the set of binding constraints

\[
\mathcal{A}^* = \{ i = 1, 2, \ldots, m \mid c_i(x^*) = 0 \}.
\]

The linear independence constraint qualification (LICQ) states that the gradients \( \nabla c_i(x^*) \) of the binding constraints \( i \in \mathcal{A} \) are linearly independent. The Mangasarian-Fromovitz constraint qualification (MFCQ) assumes that there is a direction \( d \) such that \( \nabla c_i(x^*)^T d > 0 \) for all \( i \in \mathcal{A}^* \).

In 1D models with single-crossing problems, the LICQ will generally hold. However, multidimensional problems can easily run afoul of the LICQ for one simple reason: if the number of binding constraints exceeds the number of constraints, as with multidimensional pooling, it is impossible for LICQ to hold because multidimensional problems are not likely to satisfy a simple pattern of binding incentive constraints. In fact, we found many cases where the LICQ could not hold.

LICQ is a sufficient condition for local convergence of many optimization algorithms, but not a necessary condition. However, the failure of LICQ will at least slow down convergence. Our computations converged, but in many cases the number of major iterations needed was
unusually large, sometimes in the order of thousands, even for a 2D problem with 25 total types. The failure of the LICQ is probably the sole source of difficulties in solving these nonlinear programs. Other issues, such as scaling, e.g., the range of input parameters $w$ or $\eta$, can also cause problems. However, we found LICQ will often fail at solutions of these problems.

Nonlinear programs with constraint qualification failures have been the object of much research in numerical optimization in the past decade. More generally, much progress has been made on a new class of problems called mathematical programs with equilibrium constraints (MPECs); see Luo, Pang and Ralph (1996), Outrata, Kocvara and Zowe (1998). One well-known property about MPECs is that the standard CQs fail at every feasible point. We are optimistic that those methods will allow us to solve larger and more complex problems.

4.4 NCL: a robust solution procedure

The optimization problems to be solved are of the form

\[
\text{NCO} \quad \text{minimize} \quad \phi(x) \\
\text{subject to} \quad c(x) \geq 0, \quad Ax \geq b, \quad \ell \leq x \leq u,
\]

where $\phi(x)$ is a smooth nonlinear function, $c(x) \in \mathbb{R}^m$ is a vector of smooth nonlinear functions, and $Ax \geq b$ is a placeholder for a set of linear inequality or equality constraints, with $x$ lying between lower and upper bounds $\ell$ and $u$. In our case, $m$ greatly exceeds $n$ and many of the contraints in $c(x) \geq 0$ may be essentially active at a solution. General-purpose solvers have difficulty converging because the nonlinear constraints do not satisfy a constraint qualification called LICQ.

In Ma, et al. (2017) we have derived the NCL (nonlinearly constrained Lagrangian) algorithm for solving problem NCO by solving a sequence of subproblems of the form

\[
\text{NC}_k \quad \text{minimize} \quad \phi(x) + y_k^T r + \frac{1}{2} \rho_k \|r\|^2 \\
\text{subject to} \quad c(x) + r \geq 0, \quad Ax \geq b, \quad \ell \leq x \leq u,
\]

in which $r$ serves to make the nonlinear constraints independent, $y_k$ estimates the Lagrange multipliers for $c(x) \geq 0$, and $\rho_k$ is a positive penalty parameter. Problem NC$_k$ is solved approximately to give $(x_k^*, r_k^*)$. If $\|r_k^*\|$ is sufficiently small ($\|r_k^*\| \leq \tilde{\eta}_k$), the multiplier estimate is updated ($y_{k+1} = y_k + \rho_k r_k^*$). Otherwise, the penalty parameter is increased ($\rho_{k+1} > \rho_k$).

Key properties of NCL are that the subproblems can be solved inexactly (with tightening optimality tolerance $\omega_k \downarrow 0$), “sufficiently small” becomes more demanding (with tightening feasibility tolerance $\eta_k \downarrow 0$), and $\rho_k$ increases only finitely often, as illustrated by the table below for a 4D example with $na = 11$, $nb = 3$, $nc = 3$, $nd = 2$, giving $m = 39007$, $n = 396$. Problem NCO and algorithm NCL were formulated in the AMPL modeling language (Fourer et al. (2002)). The solvers SNOPT (Gill et al., 2005) and IPOPT (Wächter and Biegler, 2006) were unable to solve NCO itself, but algorithm NCL with IPOPT as solver gave successful
results as follows:

<table>
<thead>
<tr>
<th>$k$</th>
<th>$p_k$</th>
<th>$\eta_k$</th>
<th>$|r^*<em>k|</em>{\infty}$</th>
<th>$\phi(x^*_k)$</th>
<th>Itns</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0e+02</td>
<td>1.0e-02</td>
<td>3.1e-03</td>
<td>-2.1478532e+01</td>
<td>125</td>
<td>42.8</td>
</tr>
<tr>
<td>2</td>
<td>1.0e+02</td>
<td>1.0e-03</td>
<td>1.3e-03</td>
<td>-2.1277587e+01</td>
<td>18</td>
<td>6.5</td>
</tr>
<tr>
<td>3</td>
<td>1.0e+03</td>
<td>1.0e-03</td>
<td>6.6e-04</td>
<td>-2.1177152e+01</td>
<td>27</td>
<td>9.1</td>
</tr>
<tr>
<td>4</td>
<td>1.0e+03</td>
<td>1.0e-04</td>
<td>5.5e-04</td>
<td>-2.1110210e+01</td>
<td>31</td>
<td>10.8</td>
</tr>
<tr>
<td>5</td>
<td>1.0e+04</td>
<td>1.0e-04</td>
<td>2.9e-04</td>
<td>-2.1066664e+01</td>
<td>57</td>
<td>24.3</td>
</tr>
<tr>
<td>6</td>
<td>1.0e+05</td>
<td>1.0e-04</td>
<td>6.5e-05</td>
<td>-2.1027152e+01</td>
<td>75</td>
<td>26.8</td>
</tr>
<tr>
<td>7</td>
<td>1.0e+05</td>
<td>1.0e-05</td>
<td>5.2e-05</td>
<td>-2.1018896e+01</td>
<td>130</td>
<td>60.9</td>
</tr>
<tr>
<td>8</td>
<td>1.0e+06</td>
<td>1.0e-05</td>
<td>9.3e-06</td>
<td>-2.1015295e+01</td>
<td>159</td>
<td>81.8</td>
</tr>
<tr>
<td>9</td>
<td>1.0e+06</td>
<td>1.0e-06</td>
<td>2.0e-06</td>
<td>-2.1014808e+01</td>
<td>139</td>
<td>70.0</td>
</tr>
<tr>
<td>10</td>
<td>1.0e+07</td>
<td>1.0e-06</td>
<td>2.1e-07</td>
<td>-2.1014800e+01</td>
<td>177</td>
<td>97.6</td>
</tr>
</tbody>
</table>

The optimality tolerance for IPOPT was $\omega_k = 10^{-6}$ throughout, and warm starts were specified for $k \geq 2$ (options warm_start_init_point=yes, mu_init=1e-4). Itns refers to IPOPT’s primal-dual interior point method, and time is seconds on an Apple iMac with 2.93 GHz Intel Core i7.

5 Numerical examples

We now examine economies with multiple dimensions of heterogeneity.

5.1 Wage-labor supply elasticity heterogeneity

We first consider the case where taxpayers differ in terms of their wage and elasticity of labor supply ($w$ and $\eta$). We assume that $\alpha_k = 0$, $\gamma_h = 1$ (log utility), and $\psi_g = 1$. We consider an optimal nonlinear income tax problem with 2D types of taxpayers:

$$\max_{c_{i,j}, y_{i,j}} \sum_{i,j} \lambda_{i,j} U_{i,j}(c_{i,j}, y_{i,j})$$

s.t. \[ \begin{align*}
U_{i,j}(c_{i,j}, y_{i,j}) - U_{i,j}(c_{p,q}, y_{p,q}) & \geq 0 \forall (i,j), (p,q) \\
\sum_{i,j} \lambda_{i,j} y_{i,j} - \sum_{i,j} \lambda_{i,j} c_{i,j} & \geq 0 \\
\lambda_{i,j} & \geq 0 \forall (i,j),
\end{align*} \]

where $U_{i,j}(c_{i,j}, y_{i,j})$ and $U_{i,j}(c_{p,q}, y_{p,q})$ are defined in (15). We choose the following parameters: $na = nb = 5$, $w_i \in \{1, 2, 3, 4, 5\}$, $\eta_j \in \{1, 1/2, 1/3, 1/5, 1/8\}$, and $\lambda_{i,j} = 1$.

We use the zero-tax solution $(c^*, y^*)$ from section 4.1 as a starting point for SNOPT. We report numerical results in Tables 6 and 7. There are several points to emphasize.

1. All taxpayers with wage type $w_i = 4$ are pooled. Table 7 shows that there are many more binding constraints than there are variables. This tells us that our worries about failures of LICQ are well-founded.

2. This example violates the general result in 1D optimal tax theory that marginal tax rates lie between zero and one. Consider taxpayers with wage rate $w_i = 5$. In particular, the taxpayers with low labor supply elasticity $\eta$ tend to work less and make
less income. However, they pay more tax than those taxpayers with high labor supply elasticity $\eta$, who have higher income. We also find negative marginal tax rate for the high-productivity types with $w = 5$. These results are quite different from the results for 1D-type taxpayers (Tables 1–5) as well as general conclusions in optimal income taxation literature.

3. All high-productivity types are better off in the heterogeneous world. We are not surprised that the low-elasticity high-productivity types are better off, because their low elasticity was exploited in the world where all had low labor supply elasticity. In a heterogeneous world, the average elasticity of labor is higher, and so there should be lower taxes on high-productivity workers. The surprise is that the high-elasticity, high-productivity workers also gain by hiding in a heterogeneous world. The reason, as seen in Table 7, is that these workers do respond to incentives and find that it is tempting to join the pool at $w = 4$. This case is also an example of where the binding constraints are not local, because the highest income type is tempted to pretend to be workers with much less income.

4. Heterogeneity reduces redistribution. This is related to point 3 above, and is highlighted in Figures 1 and 2, where we see that the tax schedule and the average tax rates are almost uniformly lower in the heterogeneous world than in any of the individual Mirrless economies. Hence, redistribution in the heterogeneous world is not just the average of redistribution in the simpler worlds, but instead is substantially less.

Figure 1: Income vs. Paid Tax for the 2D heterogeneity example. Thin lines represent taxes when all have same elasticity of labor supply. The thick line is the 2D heterogeneity case.
Table 6: $\eta = (1, 1/2, 1/3, 1/5, 1/8)$, $w = (1, 2, 3, 4, 5)$

<table>
<thead>
<tr>
<th>$(i,j)$</th>
<th>$c_{ij}$</th>
<th>$y_{ij}$</th>
<th>$\Delta TR_{i,j}$</th>
<th>$MTR_{i,j}$</th>
<th>$ATR_{i,j}$</th>
<th>$l_i/l_j$</th>
<th>$c_{ij}/c_{ij}^*$</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 1)</td>
<td>1.68</td>
<td>0.42</td>
<td>0.28</td>
<td>-2.92</td>
<td>0.42</td>
<td>1.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1, 2)</td>
<td>1.77</td>
<td>0.62</td>
<td>0.51</td>
<td>-1.86</td>
<td>0.62</td>
<td>1.77</td>
<td></td>
<td>0.4294</td>
</tr>
<tr>
<td>(1, 3)</td>
<td>1.79</td>
<td>0.65</td>
<td>0.54</td>
<td>-1.75</td>
<td>0.65</td>
<td>1.79</td>
<td></td>
<td>0.5378</td>
</tr>
<tr>
<td>(1, 4)</td>
<td>1.83</td>
<td>0.77</td>
<td>0.66</td>
<td>-1.37</td>
<td>0.77</td>
<td>1.83</td>
<td></td>
<td>0.5700</td>
</tr>
<tr>
<td>(1, 5)</td>
<td>1.86</td>
<td>0.86</td>
<td>0.62</td>
<td>-1.16</td>
<td>0.86</td>
<td>1.86</td>
<td></td>
<td>0.5940</td>
</tr>
<tr>
<td>(2, 1)</td>
<td>1.86</td>
<td>0.86</td>
<td>0.60</td>
<td>-1.16</td>
<td>0.43</td>
<td>0.93</td>
<td></td>
<td>0.5308</td>
</tr>
<tr>
<td>(2, 2)</td>
<td>2.03</td>
<td>1.39</td>
<td>0.68</td>
<td>-0.45</td>
<td>0.69</td>
<td>1.01</td>
<td></td>
<td>0.5973</td>
</tr>
<tr>
<td>(2, 3)</td>
<td>2.07</td>
<td>1.50</td>
<td>0.60</td>
<td>-0.38</td>
<td>0.75</td>
<td>1.03</td>
<td></td>
<td>0.6512</td>
</tr>
<tr>
<td>(2, 4)</td>
<td>2.16</td>
<td>1.74</td>
<td>0.62</td>
<td>-0.24</td>
<td>0.87</td>
<td>1.08</td>
<td></td>
<td>0.7006</td>
</tr>
<tr>
<td>(2, 5)</td>
<td>2.20</td>
<td>1.83</td>
<td>0.55</td>
<td>-0.20</td>
<td>0.91</td>
<td>1.10</td>
<td></td>
<td>0.7413</td>
</tr>
<tr>
<td>(3, 1)</td>
<td>2.20</td>
<td>1.83</td>
<td>0.55</td>
<td>-0.20</td>
<td>0.61</td>
<td>0.73</td>
<td></td>
<td>0.6053</td>
</tr>
<tr>
<td>(3, 2)</td>
<td>2.47</td>
<td>2.49</td>
<td>0.59</td>
<td>0.00</td>
<td>0.83</td>
<td>0.82</td>
<td></td>
<td>0.7157</td>
</tr>
<tr>
<td>(3, 3)</td>
<td>2.47</td>
<td>2.49</td>
<td>0.53</td>
<td>0.00</td>
<td>0.83</td>
<td>0.82</td>
<td></td>
<td>0.7878</td>
</tr>
<tr>
<td>(3, 4)</td>
<td>2.55</td>
<td>2.68</td>
<td>0.59</td>
<td>0.04</td>
<td>0.89</td>
<td>0.85</td>
<td></td>
<td>0.8520</td>
</tr>
<tr>
<td>(3, 5)</td>
<td>2.62</td>
<td>2.85</td>
<td>0.54</td>
<td>0.07</td>
<td>0.95</td>
<td>0.87</td>
<td></td>
<td>0.8965</td>
</tr>
<tr>
<td>(4, 1)</td>
<td>3.36</td>
<td>4.00</td>
<td>0.36</td>
<td>0.15</td>
<td>1.00</td>
<td>0.84</td>
<td></td>
<td>0.7127</td>
</tr>
<tr>
<td>(4, 2)</td>
<td>3.36</td>
<td>4.00</td>
<td>-</td>
<td>0.16</td>
<td>1.00</td>
<td>0.84</td>
<td></td>
<td>0.8794</td>
</tr>
<tr>
<td>(4, 3)</td>
<td>3.36</td>
<td>4.00</td>
<td>-</td>
<td>0.15</td>
<td>1.00</td>
<td>0.84</td>
<td></td>
<td>0.9627</td>
</tr>
<tr>
<td>(4, 4)</td>
<td>3.36</td>
<td>4.00</td>
<td>-</td>
<td>0.15</td>
<td>1.00</td>
<td>0.84</td>
<td></td>
<td>1.0461</td>
</tr>
<tr>
<td>(4, 5)</td>
<td>3.36</td>
<td>4.00</td>
<td>-</td>
<td>0.15</td>
<td>1.00</td>
<td>0.84</td>
<td></td>
<td>1.1071</td>
</tr>
<tr>
<td>(5, 1)</td>
<td>4.00</td>
<td>5.14</td>
<td>0.44</td>
<td>0</td>
<td>0.22</td>
<td>1.02</td>
<td>0.80</td>
<td>1.2439</td>
</tr>
<tr>
<td>(5, 2)</td>
<td>4.11</td>
<td>5.24</td>
<td>-0.10</td>
<td>-0.05</td>
<td>0.21</td>
<td>1.04</td>
<td>0.82</td>
<td>1.1928</td>
</tr>
<tr>
<td>(5, 3)</td>
<td>4.34</td>
<td>5.43</td>
<td>-0.17</td>
<td>-0.12</td>
<td>0.20</td>
<td>1.08</td>
<td>0.86</td>
<td>1.1188</td>
</tr>
<tr>
<td>(5, 4)</td>
<td>4.49</td>
<td>5.56</td>
<td>-0.17</td>
<td>-0.11</td>
<td>0.19</td>
<td>1.11</td>
<td>0.89</td>
<td>1.0428</td>
</tr>
<tr>
<td>(5, 5)</td>
<td>4.87</td>
<td>5.87</td>
<td>-0.22</td>
<td>-0.15</td>
<td>0.17</td>
<td>1.17</td>
<td>0.97</td>
<td>0.8933</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(i,j)</th>
<th>(p,q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 1)</td>
<td>(1, 1)</td>
</tr>
<tr>
<td>(1, 2)</td>
<td>(1, 2)</td>
</tr>
<tr>
<td>(1, 3)</td>
<td>(1, 3)</td>
</tr>
<tr>
<td>(1, 4)</td>
<td>(1, 4), (2, 1)</td>
</tr>
<tr>
<td>(1, 5)</td>
<td>(1, 4), (2, 1)</td>
</tr>
<tr>
<td>(2, 1)</td>
<td>(1, 4), (1, 5)</td>
</tr>
<tr>
<td>(2, 2)</td>
<td>(1, 5), (2, 1)</td>
</tr>
<tr>
<td>(2, 3)</td>
<td>(2, 2)</td>
</tr>
<tr>
<td>(2, 4)</td>
<td>(2, 3)</td>
</tr>
<tr>
<td>(2, 5)</td>
<td>(2, 4), (3, 1)</td>
</tr>
<tr>
<td>(3, 1)</td>
<td>(2, 3), (2, 5)</td>
</tr>
<tr>
<td>(3, 2)</td>
<td>(2, 5), (3, 1), (3, 3)</td>
</tr>
<tr>
<td>(3, 3)</td>
<td>(3, 2)</td>
</tr>
<tr>
<td>(3, 4)</td>
<td>(3, 2), (3, 3)</td>
</tr>
<tr>
<td>(3, 5)</td>
<td>(3, 4)</td>
</tr>
</tbody>
</table>

Table 7: Binding IC([i,j], (p, q))
5.2 Heterogeneity in wages, basic needs, and labor supply elasticity

We next consider a case of 3D heterogeneity:

\[
\max_{c_{i,j,k}, y_{i,j,k}} \sum_{i,j,k} \lambda_{i,j,k} U^{i,j,k}(c_{i,j,k}, y_{i,j,k}) \\
\text{s.t. } U^{i,j,k}(c_{i,j,k}, y_{i,j,k}) - U^{i,j,k}(c_{p,q,r}, y_{p,q,r}) \geq 0 \forall (i,j,k), (p,q,r) \\
\sum_{i,j,k} \lambda_{i,j,k} y_{i,j,k} - \sum_{i,j,k} \lambda_{i,j,k} c_{i,j,k} \geq 0 \forall (i,j,k),
\]

where \( U^{i,j,k}(c_{i,j,k}, y_{i,j,k}) \) and \( U^{i,j,k}(c_{p,q,r}, y_{p,q,r}) \) are defined in (14). We choose parameters \( na = nb = nc = 3, w_i \in \{2, 3, 4\} \), and \( \lambda_{i,j,k} = 1/(na \times nb \times nc) \). We use the zero tax solution \((c^*, y^*)\) as a starting point for the NLP solver SNOPT and compute solutions for \( \eta_j \in \{1/2, 1, 2\} \) and \( \alpha_k \in \{0, 1, 2\} \).

Figures 3 and 4 illustrate the solution. The dotted lines are average tax rates if wage is only heterogeneity. Thin lines represent cases of 2D heterogeneity, both \( w - \eta \) heterogeneity and \( w - a \) heterogeneity. The solid line is one economy with 3D heterogeneity: taxpayers differing in wages, basic needs, and labor supply elasticity. The patterns are clear. The most redistributive economies are those where wage is the only heterogeneity. As we add heterogeneity in either \( a \) or \( \eta \), redistribution is less. The final case where there is heterogeneity in wages, basic needs, and elasticity, has the least redistribution.

5.3 Wage-age heterogeneity

Our final example is a case where people differ by productivity and age. If we apply the Mirrlees approach to dynamic models, the result will be age-dependent income-consumption allocations. This is not the case for actual tax systems. Instead, tax liabilities generally depend only on the current year’s income. We examine the optimal tax policy under the assumption that tax liabilities depend only on current income. Implicit in this are many limitations on the government policy. In particular, we do not allow the government to use current consumption nor current assets in determining taxes.
The way to do this is to impose more constraints on the income-consumption bundles. In our example, we assume that there are three types of workers who live for three periods. From the point of view of a government that cannot see age, there are nine types of people and the optimal tax policy will offer nine consumption-income bundles. Each individual will choose a life-cycle pattern from that menu. There are 729 possible paths to choose from. The incentive compatibility constraint will say that each individual will freely choose the one life-cycle path that the government has prescribed for him. Since there are three types of people, there are 2187 incentive constraints.

We assume that there are three types of workers, and that each type has deterministic pattern of life-cycle wages. We use the following numerical specification:
Kocherlakota, and Golosov et al. have applied the Mirrless approach to this model, where each individual announces his type when born, and then is given a life-cycle pattern of income and taxes that he must follow. We argued above that this kind of history dependence does not describe existing tax policies. Therefore, we look at three cases: Mirrless taxation, an optimal (nonlinear) tax on workers that are consistent with the ability of each worker to, and the optimal linear tax policy.

We first see that as we add more restrictions, going from Mirrless to optimal age-independent policy to linear tax, the amount of redistribution falls and the tax burden on the high-productivity type falls. Table 8 shows the life-cycle results for each type. Consider type 1 agents. They work much more as we move from Mirrless to nonlinear ageless taxation, and work a bit more when we go to optimal linear taxation. Similarly, both the subsidy and utility fall. On the other hand, the high-productivity type agents gain in utility terms. They earn less, but pay less taxes.

Table 8: Aggregate Outputs for Each Type

<table>
<thead>
<tr>
<th>Type</th>
<th>Mirrless</th>
<th>Nonlin.</th>
<th>Linear</th>
<th>Total Income</th>
<th>Total Tax Paid</th>
<th>Total Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.72</td>
<td>5.43</td>
<td>5.65</td>
<td>–2.40</td>
<td>–1.36</td>
<td>–0.96</td>
</tr>
<tr>
<td>2</td>
<td>9.60</td>
<td>10.02</td>
<td>9.70</td>
<td>–0.03</td>
<td>0.07</td>
<td>–0.07</td>
</tr>
<tr>
<td>3</td>
<td>11.88</td>
<td>11.19</td>
<td>10.83</td>
<td>0.51</td>
<td>0.36</td>
<td>0.18</td>
</tr>
<tr>
<td>4</td>
<td>15.48</td>
<td>14.35</td>
<td>13.90</td>
<td>1.91</td>
<td>0.93</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 9 gives a more detailed description of the three tax policies. One notable feature is that in the age-free case, no person paying taxpayers (as opposed to receiving a subsidy) is ever facing a zero effective tax rate. The highest income is earned by the highest-productivity type at age three and faces a tax rate of 0.01. Perhaps this is numerical error, but the diagnostics we have performed so far indicate that this is not zero. In any case, the high-productivity type faces nonzero marginal tax rates at ages one and two. This points to an interesting feature of this ageless problem. In this case, each taxpayer is not only tempted by the possibility of pretending to be one of the other types, but also is possibly tempted to be someone who is a different type at different ages. The enormous increase in incentive constraints makes it less likely that some real person, as opposed to some artificial type, faces a zero tax rate.
6 Conclusions

We have examined some simple cases of optimal taxation in economies with multiple dimensions of heterogeneities. These examples show that many results from the basic 1D Mirrlees model no longer hold. The examples also indicate that redistribution is less in economies with multidimensional heterogeneity, probably because income is a noisier signal of a taxpayer’s type. This last result is very provisional until we do a robust examination of this issue across alternative parameter values for tastes.

The other main point is that these problems are difficult to solve numerically, but they can be solved if one recognizes the critical numerical difficulties and uses the appropriate software.
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