Modeling dilute sediment suspension using large-eddy simulation with a dynamic mixed model
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Transport of suspended sediment in high Reynolds number channel flows $[Re=O(600 000)]$ is simulated using large-eddy simulation along with a dynamic-mixed model (DMM). Because the modeled sediment concentration is low and the bulk Stokes’ number ($St_b$) is small during the simulation, the sediment concentration is calculated through the use of the Eulerian approach. In order to employ the DMM for the suspended sediment, we formulate a generalized bottom boundary condition in a finite-volume formulation that accounts for sediment flux from the bed without requiring specific details of the underlying turbulence model. This enables the use of the pickup function without requiring any assumptions about the behavior of the eddy viscosity. Using our new boundary condition, simulations indicate that the resolved component of the vertical flux is one order of magnitude greater than the resolved subfilter-scale flux, which is in turn one order of magnitude greater than the eddy-diffusive flux. Analysis of the behavior of the suspended sediment above the bed indicates the existence of three basic time scales that arise due to varying degrees of competition between the upward turbulent flux and downward settling flux. Instantaneous sediment concentration and velocity fields indicate that streamwise vortices account for a bulk of the resolved flux of sediment from the bed. © 2008 American Institute of Physics. [DOI: 10.1063/1.3005863]

I. INTRODUCTION

Numerous laboratory and field studies document the complex physics of suspended sediment and its relationship to bedform dynamics. However, uncertainties and difficulties arise for turbulent flow, particularly for high Reynolds number field-scale flows. Entrainment and suspension of suspended sediment and its transport in the water column are highly correlated with turbulent features, particularly near the bottom. Therefore, interactions between sediment transport and turbulence are very important, and a model to study these mechanisms must have the capability to couple them in an accurate manner. Owing to advances in computer power, numerical simulation has become a powerful tool in studying the sediment transport problem with high resolution. Depending on the treatment of sediment, models are based on either one of two approaches: the Lagrangian particle tracking approach, which tracks individual particles in the flow, and the Eulerian continuum approach, which treats sediment as a continuous scalar field and is concerned with its concentration at fixed points. In general, the Lagrangian particle tracking approach, which allows either one-way coupling (only flow affects particles) or two-way coupling (particle-flow interactions), has been successfully applied to particle-laden flows, and detailed observations of particle motions have been achieved. However, because the motion of each particle must be computed at each time step, the Lagrangian approach may not be practical for the study of fine sediment suspensions. Although it has been employed to study such problems, due to its restrictively high computational loading, only small-scale features close to the bed, or so-called bed-load, can be observed. The alternative of sediment suspension simulation is to employ the Eulerian approach. Due to the assumption that particles follow the fluid motion and particle-fluid interactions are neglected, the Eulerian approach is also a method of one-way coupling. This approach has been successfully applied to different sediment transport problems for laboratory and field-scale flows.

This study focuses on entrainment of sediment from the channel bed and its further transport in the water column in a turbulent channel flow. In the past decade, great attention has been paid to particle-laden flow, and most related studies have focused on transport of a finite number of particles in isotropic and homogeneous turbulent flow (e.g., Refs. 2–4 and 6). Through numerical simulation, interactions between turbulence and particles have been studied extensively in these works, but suspension of a large number of sediment particles due to turbulence is still not well understood. While particle entrainment and its further suspension in turbulent flow is a common phenomenon in the natural environment, it is not common to see homogeneous and isotropic turbulence in geophysical flows, where strong turbulence is usually associated with the free-stream velocity field, e.g., in rivers and coastal flows. Thus, in order to study the properties of sediment suspension in water, the major difference between this study and other particle-laden flow-related studies is that in this study, we have unlimited sediment pickup from the channel bed. Since it is impossible to resolve all of the scales of strong turbulence in this study, fine-scale particle physics in turbulent flow is ignored, such as preferential accumulation and turbophoresis, which may enhance the particle momentum. According to Bosse et al., the mechanism responsible for the particle velocity enhancement...
can be explained as a result of three mechanisms: (1) the inertial bias by which the particles accumulate in regions of high strain rate and low vorticity; (2) the preferential sweeping in the presence of gravity; (3) the local modification of the fluid velocity structure by the particles in regions of increased particle volume fraction. The first and second contributions are those associated with small-scale turbulent features, e.g., the streamwise vortex cores in the boundary layer. The third can only be simulated using two-way coupling, and in our study it is likely significant near the channel bed, where high concentrations may occur. Although these phenomena can be important in sediment suspension, especially near the bottom, it is difficult to simulate these processes in the presence of high Reynolds number turbulent flow. In this study, due to the small particle time scale [$t_p=O(10^{-5})$ s] compared to the simulation time step ($\Delta t=0.005$ s), it is assumed that the particles follow the flow and do not have separate dynamics other than gravitational settling. Therefore, the Eulerian approach with the present bottom boundary condition is employed to simulate sediment transport, which ignores fine-scale physics and focuses on sediment transport due to resolved turbulent eddies.

The most critical issue with regard to using the scalar transport equation for modeling sediment suspension is the sediment boundary condition at the bed.\(^{16}\) From a physical point of view, sediment is entrained into the water column when the shear stress is higher than the critical value. Therefore, in the sediment model, the bottom boundary condition must represent the sediment entrainment resulting from the excess shear stress. Numerous laboratory experiments have been conducted to obtain “reference concentration” formulae to prescribe the near-bed concentration at the reference level.\(^{17-19}\) These results have proved very useful for employing Dirichlet boundary conditions for the sediment concentration. However, the reference concentration formulae are obtained for flows in equilibrium and may not be suitable for unsteady flows. Furthermore, as suggested by van Rijn,\(^{20}\) the model results are quite sensitive to the parameter setup, particularly the reference level. An alternative approach is to use the pickup function, which has been suggested by Nielsen\(^ {21}\) as a proper approach to model unsteady sediment transport. This approach has been used by Zedler and Street\(^ {12,13}\) to model sediment suspension using large-eddy simulation (LES) in both steady and oscillatory flows.

The bottom boundary condition for the suspended sediment in the simulations of Zedler and Street\(^ {12,13}\) is given by

$$\frac{\nu_T}{Pr_T} \frac{\partial \bar{C}}{\partial z} = -P_k, \quad (1)$$

where $\nu_T$ is the eddy viscosity, $Pr_T$ is the turbulent Prandtl number, $\bar{C}$ is the grid-filtered sediment concentration (in a LES framework), $z$ represents the vertical direction, and $P_k$ is the pickup function. The same formula was employed by van Rijn\(^ {22}\) with a parabolic eddy-viscosity model. However, this boundary condition is highly restricted by the magnitude of the eddy viscosity at the bottom since a small-eddy viscosity can result in an unrealistically high concentration gradient.

The aforementioned simulations of suspended sediment concentration employ a parabolic eddy-viscosity model in order to yield correct near-wall behavior of the velocity field. Depending on the LES implementation, the eddy viscosity may or may not be an important contributor to the overall turbulent stress, and excessively high near-bed sediment concentration gradients may result when it is small. For example, when the dynamic-mixed model (DMM) for the subfilter-scale (SFS) motions\(^ {23}\) is employed, the turbulent flux due to the eddy viscosity may be negligible, particularly near the bed. In this paper we present a formulation that eliminates the drawbacks associated with small near-bed eddy viscosities by implementing a new boundary condition in which the sediment entrainment is induced not only by turbulent diffusion, but by all of the components of the subgrid-scale stress tensor in the LES formulation. This approach is developed from first principles in a finite-volume context and, as demonstrated in Sec. II, is a general formulation for the bottom boundary condition that can be applied to a variety of turbulence models when using the Eulerian approach.

The rest of this paper is organized as follows: In Sec. II, we derive the bottom boundary condition for both the fluid and the suspended sediment using the finite-volume approach. In Sec. III, the boundary condition is further derived for the implementation in LES with DMM, and we describe the setup of the numerical simulations in detail. In Sec. IV, results from both transient and statistically steady states are discussed, and conclusions are drawn in Sec. V.

II. MATHEMATICAL FORMULATION

The unsteady, three-dimensional motion of an incompressible fluid with constant density is described by

$$\frac{\partial u_j}{\partial x_j} = 0, \quad (2)$$

$$\frac{\partial u_j}{\partial t} + \frac{\partial (u_j u_k)}{\partial x_k} = -\frac{1}{\rho} \frac{\partial p}{\partial x_j} + \nu \frac{\partial^2 u_j}{\partial x_j^2}, \quad (3)$$

where the scalar transport equation for suspended sediment is given by

$$\frac{\partial C}{\partial t} + \frac{\partial [(u_j - w_j \delta_{j3}) C]}{\partial x_j} = 0. \quad (4)$$

The Einstein summation convention and notation are assumed, and $t$ is the time, $x_j$ is the Cartesian coordinate, $u_j$ is the velocity, $\rho$ is the density of water, $\nu$ is the kinematic viscosity, $p$ is the pressure, and $w_j$ is the sediment settling velocity, which is the terminal velocity of a particle in the fluid at rest. In Eq. (4), we neglect molecular diffusion of sediment because it is negligible when compared to the effects of turbulent transport. Applying a filter in the LES framework, denoted by the overbar, to Eqs. (2)–(4) gives

$$\frac{\partial \bar{u}_j}{\partial x_j} = 0, \quad (5)$$
Assuming an immobile bed and employing a drag law for bottom boundary conditions, denoted by the subscript \( \text{bed} \), the finite-volume form of the sediment transport equation is

\[
\frac{\partial \bar{u}}{\partial t} + \frac{\partial (u \bar{u})}{\partial x_j} - \frac{1}{\rho} \frac{\partial p}{\partial x_j} \delta_i j + \nu \frac{\partial^2 \bar{u}}{\partial x_j^2} = 0. \tag{6}
\]

for the sediment,

\[
\frac{\partial \bar{w}}{\partial t} + \frac{\partial (w \bar{w})}{\partial z} - \frac{1}{\rho} \frac{\partial p}{\partial z} \delta_i j + \nu \frac{\partial^2 \bar{w}}{\partial z^2} = 0, \tag{7}
\]

where \( C_D \) is the drag coefficient, \( U = \sqrt{\bar{u}^2 + \bar{v}^2 + \bar{w}^2} \) and \( D \) represents sediment deposition, and \( E \) represents erosion. The sediment deposition term \( D \) is calculated with \( \bar{w} \bar{C}_{\text{extr}} \), where \( \bar{C}_{\text{extr}} \) represents the near-bed sediment concentration and can be obtained via extrapolation from interior points as in Ref. 24. In the following numerical example, a quadratic extrapolation that uses three interior points along the \( z \) direction is employed. Sediment erosion is modeled through the use of the pickup function \( P_k \) as

\[
\bar{w} \bar{C}_{\text{bed}} = E = P_k, \tag{13}
\]

which implies that sediment entrainment from the bed results from all turbulent near-bed fluxes rather than just the turbulent diffusive flux, as implied by Eq. (1). In this formulation, there is no restriction on the magnitude of the eddy viscosity. Furthermore, since we have not applied any specific turbulence model in the above derivation, the formulation in Eq. (13) is applicable to any turbulence model since all turbulent fluxes are parametrized by the pickup function \( P_k \). This can be seen if we rewrite the finite-volume form of the sediment equation at the bed but substitute the fluxes above the bed to obtain (ignoring the \( y \)-direction flux)

\[
\frac{d\bar{C}}{dt} + \frac{1}{\Delta x} (u \bar{C}_l - \bar{u} \bar{C}_{\text{extr}}) + \frac{1}{\Delta z} (w \bar{C}_b - \bar{w} \bar{C}_{\text{extr}}) = \frac{1}{\Delta z} [P_k - \bar{w} \bar{C}_{\text{extr}}], \tag{14}
\]

where \( \text{extr} \) denotes extrapolation from interior points and not specifically at the bed.

### III. LARGE-EDDY SIMULATION

#### A. Subgrid-scale model for the suspended sediment and the numerical method

In this paper we employ LES to calculate the transport of suspended sediment in strongly turbulent flow \([\text{Re} = O(600 000)]\) and use the computational code for solving the momentum and scalar transport equations that was developed by Zang et al.\(^{25}\) and parallelized by Cui and Street,\(^{26}\) which employs the DMM for the SFS motions. In this code, a finite-volume method is used to discretize the governing equations on a nonstaggered grid. All the spatial derivatives except the convective terms are discretized with second-order central differences. The convective terms in the momentum equation are discretized using a variation of quadratic upstream interpolation for convective kinematics,\(^{27}\) and the convective terms for scalar transport are discretized using SHARP (simple high-accuracy resolution program),\(^{28}\) which is third-order spatially accurate. In order to ensure stability near the bottom where strong sediment concentra-

**FIG. 1.** A two-dimensional view in the \( x-z \) plane of sediment mass fluxes through a bottom cell. The \( y \)-direction fluxes are normal to the page.
tions exist, first-order upwinding is used in the bottom-most five cells. The second-order accurate Crank–Nicholson scheme is used for temporal discretization of the viscous terms, and the second-order accurate Adams–Bashforth scheme is used for all other terms. The momentum equation is advanced with a predictor-corrector procedure based on the fractional-step method, which calculates the velocity field at each time step by correcting the predicted velocity with the pressure gradient. This code has been successfully applied to the simulation of numerous laboratory-scale flows, including turbulent lid-driven cavity flow,\textsuperscript{25} coastal upwelling,\textsuperscript{26,29} breaking interfacial waves,\textsuperscript{30} and sediment transport.\textsuperscript{12,13} In this section we summarize the turbulence model for the suspended sediment and the associated boundary condition derived in Sec. II. The derivation of the turbulence model for the momentum equations is analogous to that for the suspended sediment, and details can be found in Ref. 23.

In LES, we apply a spatial filter to the equation governing the transport of suspended sediment [Eq. (7)] to obtain

\[ \frac{\partial \bar{C}}{\partial t} + \frac{\partial}{\partial x_j} \left[ (\bar{u}_j - w_j \delta_{j3}) \bar{C} \right] = \frac{\partial \chi_j}{\partial x_j}, \]  

(15)

where the SFS flux \( \chi_j \) is defined as

\[ \chi_j = u_j \bar{C} - \bar{u}_j \bar{C}, \]  

(16)

and we note (as described in Sec. III B) that the implementation of the bottom boundary condition in Sec. II does not require that we evaluate \( \chi_3 \) at the bed. In DMM, \( \chi_j \) is given by

\[ \chi_j = -k_T \frac{\partial \bar{C}}{\partial x_j} + u_j \bar{C} - \bar{u}_j \bar{C}. \]  

(17)

The first term on the right-hand side of Eq. (17) is an eddy-diffusivity model for the unresolved SFS flux, and the scalar diffusivity \( k_T \) is obtained with

\[ k_T = \nu_T \Pr_T, \]  

(18)

where \( \nu_T \) is the eddy viscosity and \( \Pr_T \) is the turbulent Prandtl number. In this study, \( 1/\Pr_T \) is obtained dynamically following the procedure by Germano et al.\textsuperscript{31} The resolved flux on the right-hand side of Eq. (17) consists of the second and third terms, which comprise the modified Leonard term \( (L_{ij}^m) \).

\[ L_{ij}^m = u_j \bar{C} - \bar{u}_j \bar{C}. \]  

(19)

Because of the explicit calculation of the modified Leonard term and the requirement to model only the residual stresses and fluxes, DMM requires “less” modeling. Furthermore, since \( \Pr_T \) is determined dynamically, it does not require an empirical prescription.

### B. Implementation of the pickup function as the bottom boundary condition

As a result of the finite-volume implementation at the bottom boundary, we do not need to evaluate \( \chi_3 \) at the bed but instead must evaluate \( P_k \). In dilute sediment transport in which particle-fluid interactions are neglected, sediment pickup is mainly a function of flow and particle properties, and the pickup function reads\textsuperscript{32}

\[ \frac{P_k}{\sqrt{(s-1)gd_0}} = \begin{cases} \alpha D^\beta T^\gamma, & \theta > \theta_c, \\ 0, & \text{otherwise,} \end{cases} \]  

(20)

where \( \alpha, \beta, \) and \( \gamma \) are constant coefficients to be determined, \( \rho_s \) is the sediment density, \( s \) is the specific weight of sediment, \( g \) is the gravitational acceleration, \( d_0 \) is the sediment diameter, the nondimensional diameter \( D^* = d_0 \sqrt{g/[\sqrt{\nu}]^3} \), \( T^* = (\theta - \theta_c)/\theta_c \), the Shields parameter \( \theta \) is given by

\[ \theta = \frac{\tau_b}{(s-1)\rho gd_0}, \]  

(21)

and \( \theta_c \) is the critical Shields parameter. The shear stress \( \tau_b \) at the bottom is calculated with

\[ \frac{\tau_b}{\rho} = C_D U_{\text{tan}}^2, \]  

(22)

where \( U_{\text{tan}} = \sqrt{u_1^2 + u_2^2} \) is the magnitude of the velocity component tangential to the channel bed, \( u_1 \) and \( u_2 \) are velocity components in the \( x \) and \( y \) directions, respectively, and \( C_D \) is the drag coefficient on the bottom. Based on the log law in the turbulent boundary layer, \( C_D \) is determined with

\[ C_D = \left[ 1 - \ln \left( \frac{z_1 + z_2}{z_0} \right) \right]^{-2}, \]  

(23)

where \( \kappa=0.41 \) is the von Karman constant, \( z_0 \approx d_0 \) is chosen to be the bottom roughness following Zedler and Street,\textsuperscript{13} and \( z_1 = 0.0022 \text{ m} \) is the distance between the channel bed and the center of the bottom-most cell. In the present study, we use the values \( \alpha = 0.000 \text{ 33}, \beta = 0.3, \) and \( \gamma = 1.5 \) in Eq. (20) as suggested by van Rijn\textsuperscript{32} from experimental data.

As shown above, rather than using reference concentrations, which are determined from the equilibrium state, the pickup function is employed as the bottom boundary condition for the SFS flux of sediment. As described by Eqs. (20)–(22), the sediment entrainment at the bottom boundary is directly related to the instantaneous local shear stress, which enables simulation of sediment transport in unsteady flows.

### C. Near-wall model

In order to resolve fine near-bottom sediment and velocity gradients, the near-bottom vertical resolution must be refined. However, this results in high-aspect-ratio, pancake-shaped grid cells near the bottom and leads to problems in the LES formulation. First, in the presence of the pancake-shaped grid cells, where the vertical grid spacing is much smaller than the horizontal grid spacing, the eddies may be well resolved in the vertical but not so in the horizontal, thus...
introducing errors. Scotti et al. \(^3^3\) examined the dynamic Smagorinsky model in the context of high-aspect-ratio grids. They found that for such grids, higher-wavenumber modes do not have access to all the local triadic interactions and as a result the eddies experience a high drain of energy. Their modification of the eddy-viscosity model based on the grid aspect ratio did not compensate for this behavior. Second, the filtering process and the physical existence of the subgrid roughness alter the distribution of stresses near the wall. By filtering the flow field in a direct numerical simulation (DNS) of flow over a wavy boundary, Nakayama and Sakio \(^3^4\) and Nakamaya et al. \(^3^5\) found that the filtered near-wall velocities in the LES domain are apparently only influenced by the large wavelength topography but that the small wavelength roughness elements in the original DNS boundary generate stress near the new, smoothed boundary. Very near the rough wall, then, the flow physics, the grid aspect ratio, and the effect of filtering require special treatment in the turbulence model.

To account for the effects of the pancake-shaped near-wall grid in this study, following the work of Chow et al. \(^3^6\) we implement a near-wall model for momentum by augmenting the shear stress with

\[
\tau_{i, \text{near wall}} = - \int C_c a(z) U \bar{u}_i dz, \tag{24}
\]

where \(i = 1, 2\), \(C_c\) is a scaling factor related to the grid aspect ratio (Fig. 13 in Ref. \(^3^6\)), and \(a(z)\) (m\(^{-1}\)), a function allowing the smooth decay of the forcing function as the cutoff height \(h_c\) is approached, is set to \(\cos^2(\pi z/h_c)\) for \(z < h_c\) and zero otherwise. As proposed in the context of other boundary layer flow simulations, \(^3^5, ^3^7, ^3^8\) the form of Eq. (24) is physically and mathematically reasonable. Employing this near-wall treatment with the present turbulence model gives us a satisfactory log profile of the streamwise velocity (see Fig. 2). Furthermore, a resolution study is presented in the Appendix, which shows that the current simulation code along with the wall model used in the present study gives the same log profile for different temporal and spatial resolutions.

D. Simulation parameters

The simulations in this study are performed in a rectangular channel of size \(2 \times 1 \times 0.6 \text{ m}^3\) \((L \times W \times H)\) with \(128 \times 64 \times 48\) grid cells, which results in grid sizes of \(\Delta x = 0.0156 \text{ m}\) and \(0.0045 \leq \Delta z \leq 0.0264 \text{ m}\) due to the stretching ratio \(\Delta z_{max}/\Delta z_{min} = 1.05\). Flow is forced with a constant pressure gradient, which yields a maximum streamwise velocity of \(\bar{u}_{max} = 1 \text{ m s}^{-1}\). Yielding a Reynolds number based on the channel depth of 600,000, where \(v = 10^{-6} \text{ m}^2 \text{ s}^{-1}\). The lateral boundaries are periodic, the top boundary is a free-slip rigid-lid boundary, and a drag law is implemented at the bottom, as described in Sec. II. The suspended sediment grain size is \(d_0 = 100 \mu m\) and the sediment density is \(\rho_s = 2650 \text{ kg m}^{-3}\), which yields a settling velocity of \(w_s = 7.8 \times 10^{-3} \text{ m s}^{-1}\). In order to generate turbulence, the flow field is initialized with a theoretical log profile in the streamwise direction and random perturbations in all three velocity components. The theoretical log profile is given by

\[
\bar{u} = \frac{u_*}{\kappa} \ln \left( \frac{z + z_0}{z_0} \right), \tag{25}
\]

where \(u_* = \sqrt{2 \rho_0 H \frac{dp}{dx}} = 0.0490 \text{ m s}^{-1}\). Using Eqs. (22) and (23), the temporally- and spatially-averaged value of the friction velocity after the flow reaches statistically steady state is slightly smaller and is \(u_* = 0.0431 \text{ m s}^{-1}\). We use this smaller value of \(u_*\) in the present paper since it accounts for the effects of the near-wall shear stress augmentation model, which acts as an additional momentum sink. After the flow field reaches a statistically-steady state, the maximum free-stream velocity \(U_{max} = 1 \text{ m s}^{-1}\), and the sediment is initialized with a uniform concentration field after the flow field reaches a statistically-steady state. Time in the present results is normalized by the flowthrough time \((T_F)\) defined by \(T_F = L / U_{max} = 2 \text{ s}\). Physical quantities are normalized by scaling parameters listed in Table I. In what follows, all times are relative to the start of the sediment calculations after the velocity field has come to statistical equilibrium. The simulation time step is \(0.005 \text{ s}\), and the Courant–Friedrich–Levi number \((\text{CFL} = u \Delta t / \Delta x)\) is roughly \(0.40\).

IV. RESULTS AND DISCUSSION

A. Temporal variability

Figure 3 depicts the temporal evolution of the laterally averaged normalized concentration profiles and contours during the period \(0 \leq t / T_F \leq 37.5\). The laterally averaged concentration is given by

\[
\tilde{C}(x,z,t) = \frac{1}{W} \int_0^W \tilde{C}(x,y,z,t) dy. \tag{26}
\]

As depicted in Figs. 3(a)–3(d), sediment is picked up from the bed at the start of the simulation and forms an interface between the sediment-water mixture and the clear water that rises to the top boundary. This fast-moving interface indi-
TABLE I. Scaling parameters used to normalize physical quantities.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>$T_F = L / U_{\text{max}}$ (flowthrough time)</td>
</tr>
<tr>
<td>Velocity</td>
<td>$u_s$</td>
</tr>
<tr>
<td>Inner vertical length scale</td>
<td>$\delta = \nu / u_s$</td>
</tr>
<tr>
<td>Outer vertical length scale</td>
<td>$H$</td>
</tr>
<tr>
<td>Streamwise length scale</td>
<td>$L$</td>
</tr>
<tr>
<td>Spanwise length scale</td>
<td>$W$</td>
</tr>
<tr>
<td>Concentration</td>
<td>$\langle \tilde{C}_a \rangle = \frac{1}{700T_F^2 \delta^3} \int_0^{T_F} \int_0^L \int_0^H C(x, y, z=0.007 \text{ m}, t) dx dy dt$</td>
</tr>
<tr>
<td>Flux</td>
<td>$w_j(\tilde{C}_a)$</td>
</tr>
</tbody>
</table>

FIG. 3. The temporal evolution of the laterally averaged normalized concentration, $\tilde{C} / \langle \tilde{C}_a \rangle$, contours [(a), (c), (g), and (i)], and profiles [(b), (d), (f), (h), and (j)]. In (d), (f), (h), and (j) each line represents a normalized concentration profile at different streamwise ($x$) locations along the channel.
cates that the suspended sediment spreads over the channel depth very rapidly because of vertical mixing, as shown in Figs. 3(c)–3(f). Due to the strong gradient and strong turbulence at the rising concentration interface [Figs. 3(c) and 3(e)], the behavior of sediment suspension during this time period is dominated by turbulent mixing. This process persists until the concentration interface reaches the domain top, as in Fig. 3(f). Using the friction velocity \( u_* = 0.0431 \) m s\(^{-1}\), the time scale of this initial period can be approximated by \( T_P = H/u_* = 7T_F \), which represents the time scale over which the sediment that is picked up at the start of the simulation is distributed over the entire water column. As shown in Figs. 3(e)–3(h), once the sediment–clear water interface reaches the top boundary, the no-flux boundary condition prevents continued upward flux of sediment and downward flux due to settling begins to counteract the upward flux due to turbulent diffusion.

After the initial pickup period \( T_P \), the sediment concentration field continues to transition until it comes to statistical equilibrium at \( t \approx 200T_F \). The dynamics of this transitional period can be examined by investigating the temporal variation of the planform-averaged suspended sediment concentration at a fixed height above the bed, which is given by

\[
\bar{C}(z, t) = \frac{1}{LW} \int_0^L \int_0^W \bar{C}(x, y, z, t) dx dy.
\]

Figure 4 shows the time history of the planform-averaged reference concentration \( \bar{C}_o \) normalized by a temporally averaged value, \( \bar{C}_o \) (see Table I). In order to illustrate different time scales and to compare the effects of different initial conditions, simulations are performed using three different initial conditions of uniform sediment concentration \( \bar{C}_o \), namely, \( \bar{C}_o/\langle \bar{C}_o \rangle = 0, \bar{C}_o/\langle \bar{C}_o \rangle = 0.45 \), and \( \bar{C}_o/\langle \bar{C}_o \rangle = 2.27 \). All three results are plotted together in Fig. 4. In addition to the rapidly fluctuating turbulent time scale, there are other time scales that are evident in the transient behavior of the suspended sediment. As in Fig. 3, the first short time scale \( T_P \) is associated with the rapid response of the sediment pickup. This time scale is evident in the time series for all three initial conditions because the flux of sediment near the bed is so large that it overpowers any variability associated with changing initial conditions.

To examine the other time scales in Fig. 4, we first introduce the simplified nondimensional sediment transport equation,

\[
\frac{\partial \bar{C}}{\partial t} = \bar{C} \left( \frac{T}{T_S} \frac{\partial}{\partial z} + \frac{T}{T_D} \frac{k_T \partial \bar{C}}{\partial z} \right),
\]

where \( t' = t/T, \bar{z}' = z/H, T \) is the dominant time scale, \( H \) is the depth, and \( k_T = k_T \bar{k}_T \) is the nondimensional scalar diffusivity, which has been nondimensionalized with the depth-averaged scalar-diffusivity obtained by assuming a parabolic eddy viscosity law such that

\[
\bar{k}_T = \frac{v_T}{Pr_T} = \frac{1}{H} \int_0^H \frac{1}{Pr_T} \left( 1 - \frac{z - z_0}{H - z_0} \right) dz.
\]

Using \( Pr_T = 1.4 \), as demonstrated in Sec. IV C, this gives \( \bar{k}_T = 0.0013 \) m\(^2\) s\(^{-1}\). In Eq. (28) we have modeled all turbulent motions (resolved and unresolved) as a vertical gradient-diffusion process using an eddy viscosity. Turbulent transport of sediment is thus dominated by two important terms, namely, sediment settling, which has a time scale of \( T_S = H/\bar{w}_s = 38.5T_F \), and turbulent mixing, which has a time scale of \( T_D = H^2/\bar{k}_T = 135T_F \). The settling time scale \( T_S \) is the time it takes sediment to fall through the entire water column due to gravitational settling, which is evident for the cases in Fig. 4, which have nonzero initial sediment concentrations. Since turbulent mixing depends on the concentration gradi-
ent, at the start of the simulation when the concentration field is uniform, the gradient is so small that sediment settling is the dominant transport mechanism. This results in a significant drop in the sediment concentration for the cases in which $C_0/I(C_w)=0.45$ and $C_0/I(C_w)=2.27$ during the period $T_P < t = T_P + T_S$ in Fig. 4, over which time the initial sediment field is settling onto the bed. During this settling period, the near-bed concentration decreases rapidly (particularly for $C_0/I(C_w)=2.27$) due to the downward flux of settling sediment. After $t = T_P + T_S = 45.5T_F$, although most sediment has already deposited onto the bed, the difference between the three cases is still significant, indicating that the concentration field has not reached its statistically-steady state. Rather than a rapid downward flux due to settling (as is the case for the period $T_P < t = T_P + T_D$), the sediment concentration subsequently decreases more slowly until $t = T_P + T_D = 142T_F$, at which time all three concentration signals are nearly identical, which is consistent with the idea that statistically-steady state is reached when the concentration field is independent of the initial sediment concentration field $C_0$. The time period $T_P + T_S < t = T_P + T_D$ is that associated with the competition between the upward flux of sediment due to turbulent mixing and the downward flux due to settling. During this time period, sediment settling and turbulent mixing are equally important and the upward flux of sediment is slightly less than that due to settling, causing a relatively slow decrease in the near-bed concentration.

In summary, from the time series of the planform-averaged sediment concentration with three different initial conditions, three significant time scales, $T_P$, $T_S$, and $T_D$, can be found. The first time scale, $T_P = H/u_s$, can be seen as the turnover time scale of the most energetic eddies, which is the smallest flow time scale and only depends on the flow itself. The second time scale, $T_S = H/w_s$, is the settling time scale that only depends on the properties of the particles. The third time scale, $T_D = H^2/kT_F$, is a large time scale associated with turbulent mixing of sediment. Because turbulent mixing is due to velocity fluctuations that contain lower energy than that associated with the large eddies or gravitational settling, the turbulent mixing time scale is the longest of the three time scales discussed here.

B. Spatial variability

Figure 5 shows instantaneous and mean streamwise velocity profiles at $t = 550T_F$ along the channel centerline. The figure shows that, at an instant in time, there is considerable spatial variability in each velocity component, and this spatial variability is greater near the bed. Due to the no-flux boundary condition, the vertical component of velocity ($w$) vanishes at the bottom, whereas the $y$ component ($u$) persists. Deviations from the mean values are accompanied by significant spanwise and vertical velocity fluctuations, which enhance the local concentration of suspended sediment. The strong spatial variability of the concentration is shown in Fig. 6, which depicts the concentration contours in four vertical planes along $y = 0.125W$, $y = 0.375W$, $y = 0.625W$, and $y = 0.875W$ at $t = 550T_F$. In the cases that sediment is not well-mixed in the vertical direction as in Figs. 6(a), 6(c), and 6(d), these concentration contours clearly show sediment bulges associated with large-scale turbulent features. Sediment bulges are coherent patches of sediment entrained into the flow by the turbulent eddies. They are distinguished by regions of high
sediment concentration relative to the surrounding flow, as indicated by the dark solid arrows in Fig. 6. In the present simulation, these sediment bulges are typically of the lengths of \(0.5H - 1.5H\) in the streamwise direction and inclined at a characteristic angle of 30°. These properties have also been found to be characteristic of the large-scale turbulent features in the outer region of the turbulent boundary layer from laboratory experiments.39,40

In order to further investigate how sediment suspension is linked to the ambient flow field, in Fig. 7 we plot instantaneous concentration contours superimposed over the velocity vectors in a cross-sectional plane at \(x=0.5L\). The figure shows transport of the suspended sediment associated with the resolved large eddies. Near the bottom, patches of high sediment concentration correspond to high eddy intensity or upward flux. These eddies form vortex cores and can extend downstream, thereby greatly enhancing sediment transport in the streamwise direction. As will be illustrated in Sec. IV C, the mean vertical sediment flux due to the eddy diffusion is much less than that induced by the resolved field. Therefore, the transport of suspended sediment in our results is mainly due to advection by the resolved turbulent eddies. Once sediment is mobilized by the excess shear stress, which we model with the pickup function, it is further entrained into the water column only if the ambient turbulent flux is strong enough to overcome the gravitational settling. Otherwise, suspended sediment will deposit at the bottom, and its motion will be dominated by granular forces. This eddy-transport phenomenon is illustrated further in Fig. 8, which depicts a zoom-in plot of Fig. 7. Figure 8 depicts high sediment concentration with weak spatial variability near the bed and suspension of sediment due to the strong, coherent eddies and upward velocity. These near-bottom vortex structures and the associated sediment transport were also found by Zedler and Street,12,13 who simulated a high Reynolds number channel flow using LES with a different wall model and boundary conditions.

### C. Spatiotemporally averaged sediment concentration

As shown in Fig. 4, statistically-steady state is reached at roughly \(t=150T_F\) and occurs when the upward turbulent flux of sediment is balanced by the settling of sediment due to gravity. Figure 9 depicts the planform-averaged concentration profile \(\overline{C} [\text{Eq. (27)}]\) that is also averaged over time from \(t=200T_F\) to \(900T_F\), and the result is compared to the Rouse curve, which, in the temporal-averaged and planform-averaged sense, is derived by assuming a parabolic eddy viscosity to yield\(^{41}\)

\[
\frac{\overline{C}}{\overline{\langle C \rangle}} = \left( \frac{a}{H} \right) \frac{H - z}{z} \frac{T rew}{\kappa u_e},
\]

(30)

where \(H\) is the water depth and \(Pr_T\) is the turbulent Prandtl number defined in Eq. (18). Typically, the Rouse profile given by Eq. (30) is used to describe the sediment concentration profile in steady, uniform open channel flows and is directly derived from the parabolic eddy diffusivity. It has been validated with laboratory observations in the limits of low concentration and small particle size (e.g., Refs. 42 and 43). Greimann and Holly, Jr.\(^{44}\) state that the Rouse curve is valid for flows with low sediment concentration \(\overline{C} < 0.1\) and small Stokes number \(St_b/(\kappa z/H) \ll 1\), where \(St_b = \tau_b u_e/H\) and the particle time constant \(\tau_b\) is estimated as \(w_p \rho \overline{C}^{1.7}/[g(\rho_s - \rho)]\). For the present simulation, these condi-

![FIG. 7. Velocity vectors superimposed over the normalized concentration contours in a cross-sectional plane at \(x=0.5L\) and \(t=550T_F\).](Image 266x619 to 282x730)

![FIG. 8. A zoom-in plot of Fig. 7 in the region where high concentration is associated with strong near-bottom eddies and upward sediment flux.](Image 529x617 to 545x726)

![FIG. 9. The normalized spatiotemporally averaged concentration profile (the black solid line) and the Rouse curve (the gray thick line). The data are averaged every second over the period 200T_F \(\leq t \leq 900T_F\).](Image 266x619 to 282x730)
form the spatiotemporal average, denoted by \( \langle \cdot \rangle \), of the LES sediment transport Eq. (15) to obtain (at statistically-steady state)

\[
\frac{\partial}{\partial x_3} \left[ \left( \bar{u}_3 \ddot{C} - \dddot{C} \bar{u}_3 \right) + \left( \dddot{C} \bar{u}_3 \delta \nu \right) \right] = 0.
\]

(32)

The terms in this expression represent the following:

\[ \langle \dddot{C} \rangle \]  
- eddy diffusion (unresolved SFS flux),

\[ \langle \dddot{C} \bar{u}_3 \rangle \]  
- resolved SFS vertical flux,

\[ \langle \dddot{C} \rangle \]  
- resolved vertical flux,

\[ \langle \dddot{C} \rangle \]  
- resolved settling flux.

These spatiotemporally averaged flux components are plotted on linear and log scales in Figs. 10 and 11, respectively. The figures show that most of the sediment flux is due to the resolved vertical and settling fluxes, which is to be expected for a sufficiently resolved LES. Closer to the bed, however, the resolved SFS flux becomes larger, and it is always one order of magnitude larger than the eddy-diffusive flux and is the main contributor to the SFS flux. One would expect a higher contribution from the eddy-diffusive flux on a coarser grid based on the relation between the eddy diffusivity and the grid size. Furthermore, one can see that at steady state, the summation of each vertical flux component due to the flow exactly balances the downward flux due to settling.

V. CONCLUSION

We have simulated the suspension of fine sediment in a high Reynolds number channel flow \([Re=O(600,000)]\) using LES with a new boundary condition that eliminates problems associated with small near-bed eddy viscosities. To account for the SFS motions, we employ the DMM, which computes the resolved SFS motions with the Leonard term and the unresolved SFS motions with an eddy-viscosity model. Simulations show that, as expected for a sufficiently resolved LES, the resolved vertical sediment flux \( \langle \dddot{C} \rangle \) is one order of magnitude greater than the resolved SFS flux as computed by the Leonard term. The unresolved SFS flux, which is computed with the eddy-viscosity model, is in turn one order of magnitude smaller than that computed by the Leonard term in most of the water column.

The small magnitude of the eddy viscosity is typical for a well-resolved LES since the resolved SFS stress accounts for much of the SFS motions. As a result, modeling the sediment flux boundary condition at the bed with a turbulent

---

**D. Components of the subfilter-scale stress**

In order to analyze the physics of the SFS model, we compare the components of the SFS stress to understand which components contribute to most of the turbulent suspended sediment flux. In order to investigate this, we per-

---

**FIG. 10.** Different components of the spatiotemporally averaged vertical fluxes normalized by \( (w_j \bar{C})_o \) on a linear scale.
diffusive flux can lead to unphysically large gradients in the near-bed sediment concentration that are required to offset the small-eddy viscosity. This boundary condition is ill posed because it ignores the fact that a significant portion of sediment flux from the bed consists of contributions from both the resolved flux of sediment and the resolved SFS flux (the Leonard term). Therefore, flux of sediment at the bed must include three terms, namely, the resolved flux, the resolved SFS flux (Leonard term), and the unresolved SFS flux (eddy-viscosity term), the sum of which is given by the filtered vertical flux of sediment $(\bar{w}C)$, and this total flux must be equal to the pickup function. Specification of the total flux as the boundary condition for erosion from the bed then enables a natural Dirichlet-type flux boundary condition at the bed using the finite-volume formulation, which requires a flux of sediment at the bottom face of the cell adjacent to the bed. In addition to eliminating problems associated with a small-eddy viscosity at the bed, this boundary condition does not require knowledge of the underlying turbulence model in order to model sediment erosion since the closure problem has been effectively eliminated via specification of $\bar{w}C$ ($w$ is the vertical velocity at the cell face). Although specification of $\bar{w}C$ with the empirical pickup function may induce excessive sediment concentrations near the bed such that two- or three-way coupling methods may be required, we assume that these regions are small so that the assumption of one-way flow-sediment coupling is satisfactory and the present results are valid for dilute sediment transport in which the Eulerian method applies.

The simulation results illustrate interesting temporal variability during transition to statistically-steady state flow conditions. After being initialized with a uniform sediment concentration in a turbulent channel flow, the sediment transitions over three distinct periods, each with distinct time scales. First, the sediment field exhibits rapid response to the sediment pickup from the bed, leading to a rapid increase in the near-bed concentration until the sediment from the bed reaches the top boundary. The time scale of this transient period can be approximated by the pickup time scale $T_p = H/\bar{w}$, where $H$ is the depth and $\bar{w}$ is the shear velocity. After the initial pickup time scale, there is a subsequent transient period over which the settling and upward turbulent flux of sediment compete before coming into a statistically-steady balance. Initially, because the initial sediment field exhibits a weak concentration gradient, the dynamics is governed mostly by settling, and this occurs over an initial settling time scale $T_S = H/w_s$, where $w_s$ is the settling velocity. As the sediment settles onto the bed, however, the near-bed sediment concentration gradient increases, resulting in an upward flux of sediment over a turbulent diffusive time scale $T_D = H^2/\tilde{k}_T$, where $\tilde{k}_T$ is the depth-averaged scalar diffusivity.

The gravitational settling and turbulent mixing are equally important during this time period, resulting in a slow decrease in the near-bed concentration when the simulation is initialized with a nonzero concentration field. After this time period the upward turbulent flux and the downward flux due to settling are in statistical equilibrium, and the time series is independent of the initial sediment concentration field. During the statistically-steady state, the simulation results match the theoretically predicted Rouse curve.

The sediment concentration field also exhibits pronounced spatial variability that is tightly correlated with the resolved, energy-containing eddies. These eddies account for most of the resolved vertical flux of sediment and are clearly visible in streamwise and spanwise cross sections in the form of vortex cores. Although the near-bed sediment concentration is relatively high due to erosion, it is the spanwise vortices that act to eject near-bed sediment into the channel and contribute to most of the upward flux of sediment that balances the downward flux due to settling.
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APPENDIX: RESOLUTION STUDY

We performed a resolution study for the simulation code by employing three different vertical resolutions and two different temporal resolutions. As listed in Table II, the simulation with $128 \times 64 \times 48$ grid points and a time step of $\Delta t=0.005 \text{s}$ represents the base case, and this is the same setup we use for the simulations in the present paper. The vertical grid resolutions with 32 and 64 grid points represent the coarse and fine vertical resolutions, respectively, and the simulation with a time step of $\Delta t=0.001 \text{s}$ represents the simulation with a smaller time step. Due to grid stretching in the vertical, changing the vertical resolution leads to a change in the grid aspect ratio, which in turn requires a change in the scaling factor $C_z$ in Eq. (24) for the wall model, as described in Sec. III C. Values for $C_z$ are calculated using the formula of Chow et al. and are listed in the last column of Table II. Other than differences in the vertical and temporal resolutions (and the value of $C_z$), simulation parameters are identical to those described in Sec. III D. The temporal average of the planform-averaged streamwise velocity is obtained during the period $100T_F=t=200T_F$ ($T_F$ is the flowthrough period), during which time the flow has reached a statistically steady state. Velocity profiles are plotted in the log-linear scale in Fig. 12, which shows that the present code yields nearly identical results for the different spatial and temporal resolutions employed.
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