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Abstract—Online data-intensive services, such as search, serve billions of users, utilize millions of cores, and comprise a significant and growing portion of datacenter-scale workloads. However, the complexity of these workloads and their proprietary nature has precluded detailed architectural evaluations and optimizations of processor design trade-offs. We present the first detailed study of the memory hierarchy for the largest commercial search engine today. We use a combination of measurements from longitudinal studies across tens of thousands of deployed servers, systematic microarchitectural evaluation on individual platforms, validated trace-driven simulation, and performance modeling – all driven by production workloads servicing real-world user requests.

Our data quantifies significant differences between production search and benchmarks commonly used in the architecture community. We identify the memory hierarchy as an important opportunity for performance optimization, and present new insights pertaining to how search stresses the cache hierarchy, both for instructions and data. We show that, contrary to conventional wisdom, there is significant reuse of data that is not captured by current cache hierarchies, and discuss why this precludes state-of-the-art tiled and scale-out architectures. Based on these insights, we rethink a new cache hierarchy optimized for search that trades off the inefficient use of L3 cache transistors for higher-performance cores, and adds a latency-optimized on-package eDRAM L4 cache. Compared to state-of-the-art processors, our proposed design performs 27% to 38% better.
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I. INTRODUCTION

On-line, data-intensive (OLDI) workloads, such as search, social networks and Software as a Service (SaaS), represent the majority of activity on the Internet. These user-facing services use thousands of servers to mine through massive datasets and answer queries in near real-time. Search is one of the first OLDI services and by far the most ubiquitous. Over the past 20 years, search has spearheaded the switch to scale-out clusters of commodity servers [2], [58], motivated the deployment of reconfigurable accelerators [17], [45], and inspired research on a wide range of topics for datacenter computing [13], [34], [35], [40], [41], [47]. Essentially, search is for OLDI what the sort benchmark [29] is for the database domain: a canary workload that drives the development and adoption of new hardware and software technologies.

Despite the importance of search, there is limited understanding of its microarchitectural behavior, in particular with respect to the memory hierarchy. This is mainly due to the proprietary and complex nature of search workloads. Hence, it is difficult to calibrate simpler benchmarks, which are essential for obtaining microarchitectural insights, evaluating design trade-offs, and proposing architectural optimizations.

This paper presents the first detailed study of the memory hierarchy behavior for Google’s web search, the largest and most popular commercial search service today. We collect data from tens of thousands of production servers, system-level microarchitectural evaluations from two representative platforms, and validated trace-driven simulation results and performance modeling – all driven by production workloads servicing real-world user requests. This data allows us to make three contributions.

First, we present a detailed microarchitectural characterization of production search services using fleet-wide measurements. Among our findings, we identify significant bottlenecks and calibrate against traditional benchmarks (§II). Our characterization shows that search exhibits high misses-per-instruction for branches, L2 instruction misses, and L3 data misses, which makes it quite different from SPEC CPU2006 workloads and even from academic search applications [13]. Production search benefits significantly from key features of contemporary multi-core chips such as increased core counts, multi-threaded cores, support for large pages, and prefetching. However, a detailed Top-Down [60] breakdown of execution cycles shows that just 32% of instruction slots are spent retiring instructions. The biggest bottlenecks are data access related; back-end stalls (20.5% of slots), followed by branch mispredictions (15.4% of slots) and instruction cache misses (13.8% of slots).

Second, we provide a detailed quantitative analysis of the cache hierarchy for search with the goal to identify opportunities for reducing data access related back-end stalls and for making efficient use of transistor resources (§III). We show that L3 caches capture the working set for code and stack accesses nearly perfectly, but experience significant capacity misses for index shard and heap accesses. The locality in code and stack accesses can be captured with much smaller L3 caches, allowing for more area-effective uses of on-chip transistors. While the working set for the index shard is huge and exhibits no temporal locality, heap
accesses exhibit high locality and sharing, but in a working set of roughly 1 GiB – an order of magnitude higher than what current last-level caches can capture. This indicates that state-of-the-art tile-based and scale-out designs [5], [37], [44] are not appropriate due to their limited sharing capacity, and that, contrary to conventional wisdom, it is actually practical to target data reuse in search with very large caches. Finally, we show that the lack of memory-level parallelism in L3 cache accesses leads to a linear relationship between search performance and L3 average memory access time (AMAT). As long as memory and core bandwidth is not saturated, search performance primarily depends on memory latency, and analytical models can be developed to study performance with good accuracy.

Third, we build on these insights to evaluate two non-traditional memory hierarchy optimizations targeted at OLDDI workloads like search (§IV). We evaluate an iso-area design that trades off the inefficient use of L3 cache transistors in current processors for higher-performance cores. We demonstrate that such an approach leads to a 14% performance improvement. Next, we propose adding a high-capacity, on-package L4 cache implemented with low cost, eDRAM technology [10]. In addition to preferring faster eDRAM over slower DRAM chips, we optimize the L4 cache for low latency by using a direct-mapped design [46], co-locating tags and data in eDRAM rows, and performing L4 tag lookups and main memory access scheduling in parallel. The overall L4 design is well within the technology limits validated by recent L4 cache implementations in commercial systems [42], [52]. The combination of the efficient use of on-chip transistors with a low-latency L4 cache provides a novel yet practical design point that balances the computational demands of a scale-out workload with the flexibility to share large data working sets. Overall, our design improves performance by 27% over a state-of-the-art baseline, with our sensitivity results showing even higher potential in the future (38%).

II. CHARACTERIZING SEARCH IN THE WILD

A. Overview of Production Search

We study production search workloads serving actual queries from what is likely the largest and most popular commercial search service. Google’s search framework consists of three components: crawling, indexing, and serving [11]. The crawling system gathers content from various data sets (e.g., web, images, and tweets). The indexing system extracts useful information from this data and generates the search index. Due to its sheer volume, the index is partitioned into shards which are spread across a large number of servers called leaves. The serving system receives queries and returns the most relevant content including snippets based on various criteria such as PageRank [8], personal preferences, and language. The crawling and index systems are batch workloads that focus on high computational throughput [12], whereas the serving system is a user-facing, latency-critical workload.

We focus on the search serving system shown in Figure 1. A query first arrives at a front-end web server that forwards it to a back-end root for preprocessing such as spell checking [11]. Next, the query is delivered to thousands of leaf servers, each holding a shard of the index. Each leaf interacts with the root or intermediate parents in a tree hierarchy to retrieve the corresponding results from its index and score them. The root server extracts the snippets of the chosen results, and asks the front-end web server to return the resulting web page. Popular queries can consume a significant amount of resources, so caching is used in various levels of the hierarchy to improve throughput and latency.

Search has the following important attributes: First, because of limited memory and storage capacity of any single machine, we need a large number of servers to store the ever-growing index. Second, query processing often requires billions of instructions to retrieve and score relevant results using algorithms that rapidly evolve [9], [45]. Third, search has ample request-level parallelism as each query is mostly independent [3]. Fourth, search is latency-critical, as a sub-second increase in response time has a big impact on user experience and revenue potential [49].

B. Methodology

Table 1 characterizes production search with data collected from longitudinal studies across a large number of production servers as well as more specific platform-level studies on individual machines. For the former, we use a fleet-wide methodology similar to that described in [27], [48] and focus on four key metrics: IPC, misses per kilo-instruction (MPKI) for L2 and L3 caches, as well as branch MPKI. The production web search we consider is a rapidly-evolving large code base with big launches often at a weekly granularity. Additionally, there are multiple search services specialized for different needs. There is also heterogeneity of hardware platforms. Confidentiality reasons prevent us
from providing more details, but to get a high-level sense of the similarities and differences across these workloads, we present leaf node measurements for three search services, S1, S2, and S3. Each service represents a different software code base, running on mostly homogeneous hardware.

The fleet-wide data includes averages across multiple machines over time. We also focus on the S1 service that is the biggest consumer of search cycles in our fleet and present individual server-level characterization for its leaf role on the hardware platforms detailed in Table II.

Table II: Key attributes of PLT1 and PLT2 platforms.

<table>
<thead>
<tr>
<th>Metric</th>
<th>PLT1 [16]</th>
<th>PLT2 [53]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microarchitecture</td>
<td>Intel Haswell</td>
<td>IBM POWER8</td>
</tr>
<tr>
<td>Number of sockets</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Cores</td>
<td>18 per socket</td>
<td>12 per socket</td>
</tr>
<tr>
<td>SMT</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Cache block size</td>
<td>64 B</td>
<td>128 B</td>
</tr>
<tr>
<td>L1-LS (per core)</td>
<td>32 KiB</td>
<td>32 KiB</td>
</tr>
<tr>
<td>L1-DS (per core)</td>
<td>32 KiB</td>
<td>64 KiB</td>
</tr>
<tr>
<td>Private L2S (per core)</td>
<td>256 KiB</td>
<td>512 KiB</td>
</tr>
<tr>
<td>Shared L3S (per socket)</td>
<td>45 MiB</td>
<td>96 MiB</td>
</tr>
</tbody>
</table>

Table I: Key performance metrics for search, SPEC CPU2006 [18], and Web Search of CloudSuite v3 [13]. The first six columns present data from different production search servers serving real-world queries. The columns marked PLT1/2 present data from the most popular service S1 on the hardware platforms detailed in Table II.

<table>
<thead>
<tr>
<th>Metric</th>
<th>S1 Leaf</th>
<th>S2 Leaf</th>
<th>S3 Leaf</th>
<th>S1 Root</th>
<th>S2 Root</th>
<th>S3 Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per-core IPC</td>
<td>1.34</td>
<td>1.63</td>
<td>1.46</td>
<td>1.03</td>
<td>1.14</td>
<td>1.08</td>
</tr>
<tr>
<td>L3 load MPKI</td>
<td>2.20</td>
<td>1.89</td>
<td>1.78</td>
<td>4.20</td>
<td>3.05</td>
<td>3.19</td>
</tr>
<tr>
<td>L2S instr MPKI</td>
<td>11.83</td>
<td>12.44</td>
<td>14.10</td>
<td>10.02</td>
<td>19.62</td>
<td>13.97</td>
</tr>
<tr>
<td>Branch MPKI</td>
<td>8.98</td>
<td>6.17</td>
<td>7.99</td>
<td>4.71</td>
<td>4.84</td>
<td>5.37</td>
</tr>
</tbody>
</table>

- Branch MPKI is uniformly high, suggesting a complex workload with numerous data-dependent branches.
- L2 MPKI for instruction accesses is high, suggesting a large code working set. Yet, the L3 MPKI for instructions is negligible, suggesting that shared L3 caches are sufficiently large to capture the code working set.
- In contrast, the L3 MPKI for data is significant, which is expected as each server searches through a large index shard.
- Nevertheless, the per-core IPC is reasonably high primarily due to exploiting request-level parallelism with SMT.

Comparing across leaf and root servers, we observe leaf servers have higher branch MPKI. Comparing across platforms for service S1, the variability is fairly consistent with differences in microarchitecture, ISA, number of cores and threads, and aggregate L2 and L3 cache sizes. However, the previously stated observations hold across platforms.

### D. Comparison with Other Benchmarks

Table I also contrasts search to representative workloads from the SPEC CPU2006 suite [18] and the Lucene-based Web Search in CloudSuite v3 [13] for equivalent performance characterizations. Compared to SPEC workloads, search has a much larger code working set; hence its L2 MPKI for instructions is at least 3.6x higher than the most code-intensive SPEC application (445.gobmk). While search stresses the L3 cache for data more than compute-bound SPEC benchmarks like 400.perlbench and 445.gobmk, it is less intensive than memory-bound SPEC benchmarks like 429.mcf and 471.omnetpp. In general, there are three major differences between search and the SPEC CPU2006 workloads: Frequent branch mispredictions, a large code working set that overflows the private L2 caches, and significant L3 misses for data. [27].

Surprisingly, our production search is also significantly different from the CloudSuite Web Search, which shows much lower MPKI for branches, L2 instruction accesses, and L3 data accesses. The original CloudSuite paper shows that its Web Search consumes roughly 1% of peak DRAM bandwidth, while our production search consumes 40-50% of peak DRAM bandwidth. While the CloudSuite Web
Search may be representative of workloads like Elastic-Search or Apache Solr [15], it is not as complex or data-intensive as our production search.

These observations are a good illustration of the need to have fleet-wide characterizations of microarchitectural behavior of search “in the wild” to help calibrate the use of existing benchmarks and guide the design of new benchmarks.

### E. Hardware Optimizations

We next quantify the benefits from four hardware optimizations, all available on the deployed machines in our fleet: (a) increased number of cores, (b) increased SMT, (c) huge pages, and (d) hardware prefetching.

Figure 2a shows the relative throughput of a search S1 leaf (queries per second (QPS)) as a function of the number of cores used. We present data from a 4-socket PLT1 system to show the scaling behavior for larger core counts. SMT (Hyper-Threading) is off for this experiment. The results show excellent scaling with the number of cores, even to relatively high counts. The near-perfect scaling implies that search has a limited amount of read/write sharing or locking in the memory system, does not saturate the bandwidth of shared caches and main memory, and is not I/O-bound on network or storage.

Figure 2b presents the improvement in search throughput with SMT for both PLT1 (Intel x86 Haswell) and PLT2 (IBM POWER8) platforms. SMT with 2 threads on PLT1 provides a 37% performance boost by hiding front-end and back-end issues of single-thread execution (see Figure 3). SMT on PLT2 provides improvement between 76% for SMT-2 and 224% (3.24x speedup) for SMT-8. As expected, we see diminishing returns in both architectures as thread count grows due to increased contention for shared resources.

1 When scaling the number of cores, the L3 capacity per core varies. However, within the range of 72 cores, the impact is small enough that the scaling factor remains very close to 1.

Figure 2c shows the throughput increase when we turn on large pages (2 MiB on PLT1, 16 MiB on PLT2) and enable the default hardware prefetchers. Large pages benefit performance by roughly 10% on both platforms, which is expected for a data-intensive program that touches nearly all physical memory. The benefits for PLT1 (x86) are slightly higher partly because of the higher ratio of small to large page size (4KiB:2MiB for PLT1, 64KiB:16MiB for PLT2).

Our PLT1 system has four configurable hardware prefetchers; two for the L1-D cache and two for the L2 cache [56], while the PLT2 system has a user-tunable hardware prefetch engine [6], [25]. We see a 5% benefit on PLT1 and slight degradation for PLT2 when prefetchers are enabled. The contrast is due to several hardware differences between the systems, including cache block sizes (64 bytes for PLT1, 128 bytes for PLT2), cache capacities, and prefetch algorithms. Unless otherwise mentioned, all of our results are with both features on, except for PLT2 where we disable hardware prefetching. Overall, search benefits significantly from hardware features like high core counts, threads, large pages, and prefetching.

### F. Key Opportunities

We use the Top-Down [60] methodology to identify and categorize execution stalls. This methodology reveals architectural bottlenecks in the presence of the many latency-
hiding mechanisms of out-of-order processors. Bottlenecks are expressed in units of cycles or instruction slots, where an n-wide processor has a maximum throughput of n instruction slots per cycle. The slots are categorized and each category contributes a certain percentage to the overall execution profile.

Figure 3 shows the execution breakdown of a PLT1 leaf in search. Search retires instructions for only 32% of all slots. Its performance is limited by inefficiencies in all parts of the processor core: Mispredicted branches are responsible for 15% of wasted slots. Front-end issues take 24% of slots, including instruction cache misses (latency) and decoding inefficiencies (bandwidth). Back-end issues take 29% of slots, including data cache misses (memory) and execution serialization (core).

This data shows the memory hierarchy as a big opportunity for improvement. If all 21% of memory stall slots included in the back-end memory component were converted to useful retired slots, the upper-bound gain would be approximately 64% performance improvement to the retired instruction count. This is a significant gap considering that caches routinely occupy roughly half the area of processor chips and that the pin requirements and power consumption of memory channels are frequently limiting factors for many multi-core designs. Moreover, as the adoption of accelerators increases compute throughput by integer factors [9], [26], [45], the memory hierarchy challenges for data-intensive workloads like search will only increase.

III. Characterizing Memory Hierarchy for Search

A. Analysis Methodology

We now perform an in-depth characterization of the memory hierarchy for search, looking for the intuition for what is happening and answers to what-if questions. Specifically, the key questions we answer include: How does the working set and footprint scale with the number of cores? How do the misses relate back to software structures? What are the sources of misses (capacity, conflict, cold)? What is the breakdown of instruction and data misses throughout the hierarchy? What would the miss rate be with different cache sizes? How does improving the cache properties (hit rate, latency) improve search performance (IPC, QPS)?

Answering such questions exceeds the capabilities of existing performance counters and hardware knobs alone. Moreover, performance counters can be riddled with errata and require careful validation before they can be of any use [21]. Furthermore, we are not able to use any of the existing microarchitecture simulators with timing models for the cache hierarchy, as none of them is capable of running production search for a non-trivial amount of virtual time.

To address these challenges, we adopt a methodology that combines validated measurements from real machines, trace-driven functional cache simulation, and analytical models based on curve-fitting data from the fleet. When possible, we experiment with multiple hardware configurations and collect actual performance statistics. For example, changing the core and uncore frequency allows us to study sensitivity to latency. Intel’s Cache Allocation Technology (CAT) [20] allows us to change cache sizes and create scenarios with different miss rates and effective memory latencies.

For certain detailed insights, we used a validated trace-driven cache simulator. We use Intel’s Pin tool [38] to capture full instruction and data traces from a machine that is in steady state and serving real user queries. Our trace-based analyses utilize 16 threads worth of traces containing a sum total of 135 billion instructions. We present data based on one collection, but note that the results are qualitatively similar over multiple such collections over a year. The simulator models inclusive and non-inclusive caches, various allocation policies, associativities, block sizes, and LRU replacement. It does not model coherence, which is acceptable as there is negligible read-write sharing between search threads. Unless mentioned otherwise, all simulation analyses are based on a PLT1-like system with SMT off: Each thread uses private L1 caches (32 KiB each for instructions and data) and a private L2 cache (256 KiB unified). Private caches are modeled as 8-way set-associative. We model a 40 MiB, 20-way set-associative, unified L3 cache. All caches use LRU replacement. Our simulator provides miss rates and MPKI data, but not timing information for the cache hierarchy. Instead, we incorporate miss rates into our measurement-based analytical model to evaluate performance (see §III-D).

B. Footprint and Working Set Scaling

Figure 4 analyzes the measured memory footprint as we scale the used cores from 6 to 36 on a 2-socket, PLT1 system with SMT off. This is the steady-state total allocated memory for the various code, heap, and stack segments. All remaining main memory is allocated to the index shard, whose size is in the 100s of GiB and does not change with the number of cores. There are two interesting observations: First, the heap dominates the non-shard memory footprint as it is about one order of magnitude larger than the code and stack segments. Second, even though performance scales linearly with the number of cores, the heap size grows slower as there are several shared data-structures between search threads.

Figure 5 analyzes the search working set, which includes any data or code accessed at least once within a trace collected from a server already in steady state. We focus on the heap and shard segments, as the code and stack segments are much smaller (e.g., code remains constant near 4 MiB). As expected, the working set is smaller than the total footprint. The shard footprint is constant, but its working footprint grows rapidly with the number of cores. This is primarily due to accesses to disjoint parts of the large shard by the
parallel threads, as there is little locality left in search queries after intermediate cache servers are used (see Figure 1). With enough time, even a single thread’s shard working set would eventually converge to the full shard footprint. In contrast, the working set for the heap grows significantly slower as there is sharing in heap structures. At 16 threads, the total heap size accessed is 1 GiB. The heap working set is significantly smaller than its allocated footprint, suggesting that many heap-allocated data-structures are relatively cold in steady-state.

C. Miss Analysis

Figure 6a illustrates the overall effectiveness of each caching level (L1, L2, and L3) in terms of misses. We simulate and sum the number of misses from all of the caches at each level and then present it as MPKI. We further break down misses based on the type of access: code (instruction), heap (data), or shard (data). Collectively, the L1 and L2 caches experience significant misses for code, heap, and shard. Heap and shard accesses frequently miss in the L3 as well, and are serviced by main memory. Modern, out-of-order processors are often unable to hide main memory accesses and these misses typically stall the pipeline. (We will present data about this in Figure 8.) However, the shared L3 cache eliminates virtually all instruction cache misses.

Figures 6b and 6c also quantify the impact of L3 cache capacity, from 4 MiB to 2 GiB. We continue to assume the same L1 and L2 caches as PLT1.
- A 16 MiB, shared L3 cache is sufficient to eliminate code misses even for a complex workload like search.
- In contrast, the L3 cache is ineffective with shard accesses due to its size and the limited locality. Even a 2 GiB L3 cache barely reaches a 50% shard hit rate.
- However, large shared caches are highly effective for heap accesses. At 1 GiB capacity, the hit rate for heap references is 95% and the combined MPKI drops from 3.51 with a 32 MiB cache to 1.37 with a 1 GiB cache.

These results suggest that a very large shared cache can improve overall performance by capturing the significant locality in heap accesses, challenging the conventional wisdom that workloads like search have mainly random access patterns and no locality. It is also important to relate this result to the observation from Figure 5 that the heap working set grows slowly with core count. In other words, to capture heap access locality, a shared cache needs to be large for any core count, but does not need to grow linearly with the number of cores.

Further analysis of the type of miss shows that conflict misses are not as significant as capacity misses. Figure 7a presents results with same-sized but fully-associative caches throughout the hierarchy to eliminate all conflicts. MPKI is reduced by approximately 7.4% in the L1 caches, but by less than 1% in the L2 and L3, indicating that the default associativity of the caches is a good design point. Looking at other types of misses, the shard working set is so large and exhibits so little reuse that most of its accesses can be considered cold misses. In contrast, heap accesses exhibit mostly capacity misses. There are virtually no coherence misses due to the lack of read-write sharing between threads.

Figure 7b illustrates the benefits from spatial locality with varying cache block sizes. In most cases, the baseline 64-byte block size captures most of the spatial locality without leading to degraded performance. There is limited benefit from larger cache lines, which is consistent with the benefit seen from hardware prefetchers in Figure 2c. For example, of the 5% performance benefit from hardware prefetchers in PLT1, nearly 1% stems from spatial locality exploited by the L2 adjacent-line prefetcher.

D. Impact of Cache Design on Performance

Before we can make informed choices about the memory hierarchy design, we need to go beyond basic miss-rate curves and understand the impact of cache parameters on overall search performance. As a first step, we establish that the L3 hit rate is a reliable predictor of overall search performance. Figure 8a reports performance (IPC) on a PLT1 system (measured by performance counters) as a function of the L3 hit rate. We adjust hit rate by varying the L3 capacity available to search in a PLT1 system via
CAT cache partitioning. Hit rates between 53% and 73% reflect a strong linear relationship with the resulting IPC. Intuitively, we expect the L3 hit rate to affect performance somewhat, as the Top-Down analysis in Figure 3 showed significant memory-bound slots. More surprisingly, Figure 8a shows that there is insufficient per-thread memory-level parallelism (MLP) to effectively hide L3 misses.

Second, we show that we can model performance based on cache hit rates and memory latencies, specifically for post-L2 caches and within the domain of our measurements. We use performance counters to measure the L3 hit rate $h_{L3}$, the L3 access latency $t_{L3}$, and the total, round-trip memory latency $t_{MEM}$. This allows us to calculate the average memory access time (AMAT) of the L3 cache as $\text{AMAT}_{L3} = h_{L3} t_{L3} + (1 - h_{L3}) t_{MEM}$. Figure 8b extends Figure 8a by showing a linear relationship between IPC and $\text{AMAT}_{L3}$ for the range of latencies we were able to exercise, also expressed by the linear model

$$\text{IPC} = -8.62 \times 10^{-3} \cdot [h_{L3} t_{L3} + (1 - h_{L3}) t_{MEM}] + 1.78$$  \hspace{1cm} (1)$$

In summary, our model allows us to evaluate web search performance for any memory hierarchy configuration starting with the L3 cache, knowing only hit rates and access latencies. We will use this model in §IV. We conducted experiments to explore further latency data points by modifying core and uncore frequency in a PLT1 system. While not plotted here, these measurements also showed strong linear correlation between performance and latency.
want to have a balanced system that maximizes the number of cores, keeping the L3 capacity at the minimum needed to avoid a significant increase in off-chip memory accesses.

**Cache vs. Cores Trade-off:** Figure 9 quantifies the trade-off between L3 cache capacity and core count. It shows the relative throughput (QPS) measured on our (PLT1) platform as we scale the number of cores used from 4 to 18 and the amount of total L3 cache capacity used from 4.5 to 45 MiB (150 measurements total). The x-axis represents “total area” occupied by cores and caches in terms of L3 capacity. We measure that 1 core and its private caches occupy roughly the same area as a 4 MiB slice of the L3 cache, as verified from die photos of the Haswell processor [7]. We limit L3 cache capacity using the CAT cache partitioning mechanism [20], which allows us to selectively enable 2 to 20 ways of the 20-way, 45 MiB L3 cache in increments of 1 way (2.25 MiB). For each core count, the left-most point is the one with 2 ways of L3 cache enabled, while the right-most point has 20 ways of the L3 cache enabled, with a spacing of 2 ways between points. A vertical line through this graph represents designs of equal area (cost). A horizontal line through this graph represents designs of equal QPS (performance).

There are three main observations from Figure 9. First, some cache transistors currently used for L3 caches could be better used for cores. For example, focus on the highlighted vertical line near 60 MiB. The default L3 ratio of 2.5 MiB/core leads to the 9-core/10-way design that performs much worse than the similar area, 11-core/6-way design (∼1.23 MiB/core). Second, core count is not all that matters. For example, all 18-core designs with less than 1 MiB/core perform worse than other designs with fewer cores. A corollary to this observation is that, unlike prior work [37], the LLC must hold more than the instruction working set, since any capacity less than 18 MiB is detrimental despite a 4 MiB code working set (§III-B). In other words, we must carefully rightsize the L3 cache.

**Optimal L3 Capacity per Core:** While Figure 9 provides actual system measurements on the benefits of trading L3 cache transistors for cores, it is limited to design points we can exercise in existing systems. To further reason about the ideal balance point between cache and cores, we incorporate the data in Figure 9 in a linear performance-area model that allows further design space exploration. We calculate area as $A = n(s + c)$, where $n$ is the number of cores, $s$ is the area cost of a core (roughly equal to 4 MiB of L3 cache [7]), and $c$ is L3 cache capacity per core. We model performance as a linear function of core count (see Figure 2a), and use the data in Figure 9 to curve-fit this model at various cache sizes.

Figure 10 shows the estimated performance improvement for various designs relative to the PLT1 baseline, 18-cores with 45 MiB L3 cache ($c = 2.5$ MiB per core). The groups show eight bars representing designs that reduce L3 capacity per core in increments of 0.25 MiB, with an equivalent...
increase in core count appropriate to the number of transistors saved. The non-quantized groups of bars represent the upper-bound in performance in an ideal scenario where transistors can be reused for cores, even getting fractional cores. The quantized bars show a more realistic scenario when we quantize to whole-core granularity and, obviously, waste some transistors. In § IV-C, we use this extra slack in the floor plan to add an L4 controller.

The optimal performance is with \( c = 1 \text{MiB/core} \) and 23 cores, providing a 14% QPS increase over the default original design with \( c = 2.5 \text{MiB/core} \), 18 cores, and SMT enabled. Figure 10 provides additional insights. The x axis corresponds to the amount of L3 cache transistors repurposed for cores. The negative and positive curves respectively illustrate the decrease in performance from the lost L3 capacity and the increase in performance from the equivalent-area new cores. The different slopes of the two lines clearly illustrate the insight motivating this optimization. \( c = 1 \text{MiB} \) leads to the maximum difference between the QPS boost from multiple cores and the QPS loss from the increased L3 misses. Figure 10 also presents results when SMT is off (SMT off). The benefits are somewhat higher due to decreased cache pressure. However, they are not sufficient to offset the benefits of SMT (see Figure 2b).

Note that the L3 miss rate is also increased by conflicts within each bank when using CAT (since CAT reduces associativity to partition caches), as well as increased back-invalidations due to the inclusion property of the specific L3 cache. Our results are conservative in that eliminating these effects could further increase search throughput. We also evaluated per-query average and tail latency, and found it remained well within the margins of our service level objective.

C. Latency-optimized L4 Cache

The next opportunity in improving the memory hierarchy for search is to target the large data working set with additional cache capacity. Figure 6 showed that, while the large shard segment exhibits limited locality, there is enough locality in heap accesses that it can be almost fully captured with a 1 GiB cache. However, such a large SRAM cache is extremely difficult to build on the processor chip at this point. Using our previous area estimates, this would be the equivalent of 256 cores. In contrast to on-die SRAM, DRAM technologies such as eDRAM or RLDRAM [42], [52] offer lower cost for high capacities and competitive latencies. Therefore, we evaluate the addition of an off-chip but on-package latency-optimized large L4 cache built out of DRAM technologies.

L4 Cache Design and Implementation: Our L4 cache design optimizes for three constraints: First, it is optimized for low-latency access. As we showed in Figure 8b, search performance is very sensitive to L3 AMAT. In contrast, L4 throughput is not a primary consideration because search exhibits low MLP and there is still overhead for bandwidth in main memory (see §II-D). Second, we optimize the L4 cache for area to make its large capacity practical. Finally, we optimize for low design complexity which helps reduce latency and cost. The latter is particularly important for warehouse-scale environments [3].

Amongst a large body of studies on large L4 caches [19], [23], [24], [36], [43], [46], [50], [57], we use the latency-optimized Alloy cache as the starting point for our design [46]. Similar to Alloy, we store a tag and data pair within the same DRAM row (page) in order to access them with a single DRAM command. We also use a direct-mapped organization to reduce cache hit latency and to better exploit spatial locality by mapping consecutively-addressed cache lines to the same DRAM row. The consequent impact of reduced associativity is relatively minor and modeled in our results below. Unlike the Alloy cache, we use on-package eDRAM instead of ordinary DRAM chips in order to further reduce access latency. We also perform L4 cache lookups in
parallel with main memory scheduling. If the request hits in the L4, the operation is canceled before it is served by main memory DRAM. This optimization avoids any latency penalty for accesses that miss in the L4 cache.

While physically located on-package, our L4 cache operates as a virtual memory-side cache, essentially acting as a large victim cache for L3 cache evictions. This avoids the complexity of managing coherence in the L4 cache, especially because the large L4 capacity will likely stress the capabilities of coherence filters. The trade-off for the memory side placement is that, in a multi-socket system, we have to pay NUMA penalties for cached data in remote sockets. We account for this in our model below. Our L4 design also uses the same cache block size as the L3 in order to simplify its operation as a victim cache. Recent studies advocate larger L4 lines (e.g., 2 KiB) to reduce tag overhead and exploit spatial locality exposed by the longer residence in the L4 cache [23], [24]. However, these proposals assume that the program counter for each hardware thread is delivered to the L4 cache on each access, which increases the longer residence in the L4 cache [23], [24]. However, these proposals assume that the program counter for each hardware thread is delivered to the L4 cache on each access, which increases the latency overhead.

Figure 12: The proposed L4 cache design based on eDRAM [42]. Similar to Alloy cache [46], we place tags and data in the same eDRAM row and use a direct-mapped organization.

Figure 12 shows how our design can be implemented using eDRAM dies on a multi-chip package (MCP). Similar approaches have been used on other commercial L4 cache designs from Intel [16] and IBM [52], but with smaller capacities. The processor and eDRAM dies are connected through a high-bandwidth link, such as Intel’s OPIO [32] or IBM’s Agnostic Memory Channel [52]. The close proximity enabled by on-package connections reduces latency and power. Architecture-specific floor planning and packaging optimizations can minimize the area and latency overheads of interfacing to the core interconnects, and reduce the length of the I/O traces for improved latency. The latter can be a challenge for larger L4 cache sizes that use multiple eDRAM dies. However, 128 MiB eDRAM dies are already available and memory trends point to increased capacity per die.

Our analysis indicates that L4 hit latency of roughly 40 ns is possible for 1 GiB capacity, which is consistent with measurements from commercial L4 designs [16], [52]. Our area estimates show that, with careful floor-planning, the increase in the processor die area for the L4 controller and interface is less than 1%.

L4 Cache Evaluation: We build on the optimized design from §IV-B (23-core processor chip with 1 MiB/core of L3 cache) and evaluate the benefits from adding our L4 cache. Note that since we start with the quantized (SMT on) sweet spot from §IV-B, the extra area left over from rounding down the number of cores is more than sufficient for the small die area increase for the L4 cache controller. So, the processor is still iso-area relative to the 18-core baseline. We use the same performance model as before from §III-B, but AMAT $A_{L3}$ now accounts for the L4 hit rate and L4 hit latency. We assume 40 ns for the L4 hit latency but examine sensitivity further below. To determine the L4 hit rate, we simulate a direct-mapped, 64-byte block L4 cache for capacities ranging from 64 MiB to 8 GiB.

Figure 13 again plots the hit rate and MPKI changes, but this time assumes a fixed L3 (23 MiB) and varies the L4 capacity. The L4 cache is quite effective in capturing additional locality, with a 1 GiB capacity achieving most of the benefits for the heap. The additional breakdown of cache misses per data type shows that, as expected, a majority of the remaining misses come from the shard data. At the higher capacities, the heap hit rate trends close to 90%. We can also see the effects of conflict misses due to the direct-mapped design by noting the decreased hit rates compared to the large theoretical L3 cache of equal capacity from Figure 6.

The first set of bars in Figure 14 summarizes the cumulative QPS improvement when a 40 ns L4 cache and the rebalancing from §IV-B (5 additional cores and 1 MiB/core of L3 capacity) are applied to the 18-core PLT1 baseline. In all cases, we have a 14% benefit from rightsizing the L3 cache and having 5 additional cores. The L4 cache achieves an additional 8% to 14% throughput improvement over the design of §IV-B. The combined benefit of rightsizing the L3 cache and a 40 ns, 1 GiB L4 cache is a 27% improvement over the PLT1 baseline. An L4 cache capacity of 8 GiB (not pictured) improves the net benefits to 30%. Note that there are synergistic benefits from the two optimizations. Intuitively, having a smaller L3 cache means that the L4 cache will service hotter data than it otherwise would, thus improving its hit rate by roughly 10% for all configurations we evaluated.

Figure 14 also presents the sensitivity of our results to various assumptions. The second set of bars presents the net improvements for a more pessimistic set of assumptions about the L4 cache – a 60 ns hit latency and a 5 ns additional miss penalty. The miss latency is due to no overlapping
between L4 tag check and main memory access scheduling. The results show correspondingly lower savings, but still, a 1 GiB L4 cache improves performance more than 23% over the baseline. We also evaluated the impact of conflict misses by modeling a fully associative L4 cache. A 1 GiB capacity improves over the direct-mapped cache by one percentage point, validating that our use of a direct-mapped cache to reduce complexity was not actually detrimental. The final set of bars evaluates sensitivity to the impact of two generational trends we have been seeing in the fleet; increased memory latencies across successive platform generations, and increased last-level cache miss rates with growing shard sizes. The future configuration increases memory latency and L3 cache misses by 10%. Our results show that the benefit of our redesigned cache hierarchy for search is even higher. Our 1 GiB baseline now achieves 38% net improvement over the equivalent baseline.

**Power and Energy:** Our design goal is to maximize the utility of on-die transistors and identify the optimal system balance from a performance perspective. However, we also expect benefits in terms of energy (joules per query).

First, due to the near-perfect performance scaling with additional cores (see Figure 2a), our cache-for-cores trade-off is energy-neutral. To support this, we measured processor power when scaling the number of enabled cores from 4 to 18 and observed an expected linear increase.\(^2\) The linear increase in performance and power cancel each other out in terms of energy efficiency.

Second, our 1 GiB L4 cache provides an additional performance boost, while slightly reducing power consumption. Since the L4 filters approximately 50% of DRAM accesses (see Figure 13a) and energy per access for eDRAM is significantly lower than for DRAM [10], [54], the L4 reduces power consumption in the memory system. Note, however, that because core power typically dominates memory power [3], the power benefits of the L4 cache are small. Most of the energy benefits from the L4 cache stem from its impact on performance.

From a power perspective, we observed that each core contributed 3.77% of the total baseline socket power of PLT1. For our optimal configuration of 1 MiB/core of L3 cache which yielded five additional cores, this translates to an 18.9% socket power increase (or approximately 27 watts) for a 27% performance improvement. This is a feasible design point as it is within 3.8% of published TDP of commercial processors [7]. For completeness, an iso-power configuration of 18 cores with 1 MiB/core L3 cache would reduce the core and cache area by 23% while maintaining performance within 5%.

**V. Discussion**

Further benefits from an L4 cache: While not quantified in our results, an L4 cache can have further benefits discussed in prior studies [52]. Specifically, it can be used as a write buffer in order to reduce the write-to-read delay (t\(\text{WRT}\)) of DRAM and decrease effective DRAM latency for reads (faster L4 misses). The L4 can also be used as an aggressive prefetch buffer to avoid pollution at other cache layers.

Other search workloads: \(\S IV\) evaluates the two proposed optimizations using traces from the S\(1\) service. While there are small variations across search workloads, the benefits from the two optimizations are consistent across services. Similarly, while we focus on PLT1, PLT2 will show qualitatively-similar results.

Alternate SoC optimizations: One can consider alternative uses for the transistors saved by rightsizing the L3 cache. For example, we could increase the L2 cache capacity, albeit with slight increase in latency, and then add further cores. Similarly, search could likely benefit from prefetching techniques for shard and instruction accesses beyond the simple strided prefetching used in our baseline [1], [14], [28], [30], [39], [59]. There may also be further optimization opportunities if we co-optimize all levels of the memory hierarchy (L2, L3, L4, DRAM, and potentially NVM). We
leave these opportunities to future work.

**Split I/D L2 caches:** A large fraction of stall cycles is due to instruction accesses that miss in the L2 cache but hit in the L3 cache (see §II-F). Given that the L2 cache is a unified cache, one potential optimization is to split I and D caches at the L2 level or leverage a CAT-like partitioning of the L2 cache for instructions and data. Our analysis shows, however, that is unlikely to be beneficial since the improved L2 hit rate for instructions is offset by the decrease in L2 hit rate for data.3

VI. RELATED WORK

**OLDI workload studies:** Kozyrakis et al. [31] analyzed email, search (Bing), and analytics applications from Microsoft, focusing primarily on balanced server design. Kanev et al. [27] characterized the performance of general datacenter workloads exploiting the fleet-wide profiling infrastructure at Google [48]. A 1998 study on the AltaVista search engine showed its memory behavior to resemble that of decision support workloads (DSS) [4], where a modestly-sized L2 cache contains most of the working set, and memory bandwidth is mostly under-utilized [55]. A few studies have examined the use of low-power, simpler cores for web search – for Nutch [33] and for Bing [47]. More recently, the Catapult project has studied FPGA acceleration for the ranking part of search [45]. Compared to these studies, our work is distinguished by its focus on in-depth analyses and insights on the memory hierarchy, including simulations and what-if analyses, and its focus on Google web search, the largest commercial search service today, about which data has previously not been published.

Lotfi-Kamran et al. [37] argued that last-level cache capacities larger than the instruction footprint (a few MiB) provide limited benefits for the CloudSuite benchmark, and proposed on-chip “pods” which contain small LLCs and run their own operating systems. Our work validates their observation that LLCs can be better provisioned. However, our production search workload benefits from shared caches much larger than the instruction footprint (§IV-B) due to its large shared heap and shard, and we argue for increasing overall cache capacity rather than reducing it. Furthermore, we find that replicating the instruction footprint on each pod would be an inefficient use of on-chip transistors. Overall, our proposed design improves performance density for search-like OLDI workloads while also allowing requests to share state.

**Large DRAM caches:** There is a large body of work on large DRAM caches (both block- and group-based) [19], [23], [24], [36], [43], [46], [50], [57]. Loh and Hill [36] proposed a block-based design that co-locates tags and data on the row of an off-chip DRAM cache, adding a special MissMap structure to hold cache miss information. The high latency of MissMap accesses and highly-set-associative tags were addressed in Alloy cache using a direct-mapped allocation to reduce latency and a memory access predictor to save main memory bandwidth [46]. Jevdjic et al. [24] focused on a relatively small number of recurrent access patterns within pages and advocated the page-based Footprint cache which addresses the inherent problem of main memory bandwidth amplification by fetching the portion of a page that is likely to be accessed in the near future. The Unison cache combines the primary ideas of the Footprint and Alloy designs [23]. The Fat cache [57] argues against the access pattern prediction suggested by these studies citing the impracticality of delivering program counter information from the cores to the DRAM caches. Orthogonal to these designs, Meza et al. [43] and ATCache [19] suggested caching the tags of recently-accessed DRAM cache lines in a smaller, on-chip structure to further reduce DRAM cache hit latency.

Several commercial systems include large DRAM caches, mainly optimized for bandwidth. Knights Landing [51] includes 16 GiB on-package memory (MCDRAM), which can be configured as a memory-side direct-mapped cache that stores both tag and data [22]. Hammarlund et al. discussed an implementation of Haswell which used an optional 128 MiB eDRAM cache in order to provide high bandwidth to graphics units integrated with cores [16]. POWER8 [52] adds a 16 MiB eDRAM buffer cache per Centaur memory-buffer chip. It is located on the memory side but its low capacity allows for lower access time compared to the Knights Landing cache. As discussed in §IV-C, our large DRAM cache design builds on this rich body of prior work, and optimizes for a balance of low latency, low cost, and high capacity, in the context of an on-package eDRAM cache.

VII. CONCLUSIONS

Though OLDI services such as search comprise an increasingly growing fraction of datacenter cycles, there is a lack of microarchitectural analysis and optimization, particularly in the context of production workloads. This paper provided the first in-depth study of the memory behavior of large-scale, production search services, including Google-fleet-wide longitudinal studies, simulations, and what-if analyses of the world’s largest search engine serving real traffic.

Our detailed microarchitectural characterization using fleet-wide measurements showed that search exhibits significant differences from popular benchmarks, including much higher MPKIs for branches, L2 instruction misses, and L3 data misses. We presented new insights on how search stresses the cache hierarchy, relating them back to software. Our detailed quantitative analysis identified
that current L3 caches of a few tens of MiB are over-provisioned for search, and are inefficient in their use of critical on-die transistors. At the same time, and contrary to conventional wisdom, there is significant reuse in shared heap accesses that can be captured with much larger last-level caches than what we can fit on a processor die. Based on these observations, we evaluated a new state-sharing-enabled SoC cache hierarchy optimized for OLDI workloads like search that trades off some of the L3 cache capacity for higher performance processing cores, and added a GiB-capacity, latency-optimized L4 cache based on on-package eDRAM technology. Compared to a state-of-the-art baseline, our proposed design achieves a 27% performance improvement. The improvements are even higher (38%) with next-generation memory hierarchy parameters.

Our results are notable in that they present an opportunity for an entire Moore’s law generation of performance benefits at the same technology node. But perhaps, more importantly, for an entire Moore’s law generation of performance benefits next-generation memory hierarchy parameters. Improvements are even higher (38%) with next-generation memory hierarchy parameters.

VIII. ACKNOWLEDGMENTS

This work reflects the combined efforts of numerous people across the search and platforms teams at Google. We would specifically like to thank Stephane Eranian, Oleg Slezberg, David Lo, Changkyu Kim, Greg Johnson, and Jichuan Chang for their guidance and help in collecting some of the data for this paper. We are grateful to Junwhan Ahn, Luiz Barroso, Bob Cypher, Nadav Eiron, Rama Govindaraju, Urs Hölzle, Beckett Madden-Woods, Dan Meredith, and Amin Vahdat for their feedback.

REFERENCES
