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Abstract—We consider radial basis function (RBF) network approximation of multivariate nonlinear mapping as a linear parametric regression problem. Linear recursive identification algorithms applied to this problem are known to converge, provided the regressor vector sequence has the persistence of excitation (PE) property. The main contribution of this paper is formulation and proof of PE conditions on the input variables. In the RBF network identification, the regressor vector is a nonlinear function of these input variables. According to the formulated condition, the inputs provide PE, if they belong to domains around the network node centers. For a two-input network with Gaussian RBF that have typical width and are centered on a regular mesh, these domains cover about 25% of the input domain volume. We further generalize the proposed solution of the standard RBF network identification problem and study affine RBF network identification that is important for affine nonlinear system control. For the affine RBF network, we formulate and prove a PE condition on both the system state parameters and control inputs.

I. INTRODUCTION

APPROXIMATION of nonlinear mappings has recently attracted much attention of the control community in the context of nonlinear system identification. The approximation issues have been addressed by applying artificial neural network (ANN) approaches, as well as by fitting linearly parameterized nonlinearities to input/output data. This paper considers radial basis function (RBF) approximation methods that belong to the intersection of the two mentioned classes of approaches [4], [5], [27], [35].

It has recently been acknowledged that in many problems spatial filtering and approximation accuracy properties of RBF networks are advantageous as compared to other methods, including multilayered perceptron networks [5], [6], [16], [19], [22], [26], [35]. Even more important for many applications, the RBF networks provide approximation linear in the network weights. This feature makes powerful tools of the linear system theory applicable to the RBF network identification of nonlinear systems.

The RBF network approximation can be represented in the form of a linear parametric regression, as a product of a parameter matrix and a regressor vector. The parameter matrix comprises the network weights, and the regressor vector components are nonlinear radial functions of inputs. Linear identification algorithms are known to converge to the correct estimates of the regression parameter matrix, if the regressor vector sequence satisfies the persistence of excitation (PE) condition; e.g., see [11]. This condition is formulated mathematically in Section III. The physical interpretation of the PE condition is that the regressor vector sequence spans the full dimension of the input parameter space.

In the RBF network identification, unlike the linear identification, the regressor vector depends on the system inputs in a nonlinear way, and it is difficult to formulate the PE conditions on the network inputs. The PE conditions are very important for RBF networks application, as they provide the theoretical background for the analysis of the identification algorithm convergence. The only formulation of the PE condition for RBF network identification known to the author, however, is given in [36]. This condition is very restrictive, as it requires the inputs to coincide with the network node centers.

In this paper, we consider two RBF network architectures. The first is a standard RBF network, and the second one is an affine RBF network useful for approximating nonlinear controlled systems that are affine (linear) in the control components. We present and prove conditions on the input sequence to provide PE for both standard and affine RBF networks. These PE conditions are more practical than the condition of [11]. The results presented in this paper can be used as a basis for the convergence analysis of RBF network-based algorithms for identification and adaptive control of nonlinear systems.

The paper outline is as follows.

Section II gives a general formulation of recursive algorithms for RBF network identification. This section also presents the basics of the RBF network approximation.

Section III presents our results on the persistency of excitation for the standard RBF network identification.

In Section IV, we consider RBF network approximation of controlled dynamical systems. We distinguish between two types of inputs: state parameters and control inputs. The approximation is affine in the control inputs and nonlinear in the state parameters. We formulate the PE conditions that simultaneously include both types of inputs.

II. RADIAL BASIS FUNCTION APPROXIMATION

Let us consider the problem of approximating a smooth nonlinear mapping \( \mathbb{R}^n \rightarrow \mathbb{R}^m \):

\[
Y = f(p): \quad Y \in \mathbb{R}^m; \quad p \in \mathcal{P} \subset \mathbb{R}^n
\]  

(1)
where \( p \) is an input parameter vector, \( \mathcal{P} \) is a compact domain, and \( Y \) is an output vector. We assume that a scattered (irregularly placed) set of \( N \) input-output pairs is available and call this set the training data set
\[
\{ Y^{(j)} = f(p^{(j)}), \quad j = 1, \ldots, N \}. \tag{2}
\]

The problem is to find an approximation \( \hat{Y} = \hat{f}(p) \) of the mapping (1) for any argument \( p \in \mathcal{P} \).

A. Exact RBF Interpolation

The most convenient way of representing an unknown nonlinear function is to present it as an expansion. The expansion is linear in parameters that are assumed to be unknown. Let us consider an approximation of the mapping (1) that has the form
\[
\hat{Y} = \hat{f}(p) = \sum_{j=1}^{N} Z^{(j)} w_j(p) \tag{3}
\]
where \( N \) is the order of the expansion, \( w_j(p) \) are scalar expansion functions, and \( Z^{(j)} \in \mathbb{R}^N \) are the expansion parameters. The truncated Fourier series expansion, polynomial expansion, and B-spline expansion all have the form (3). In the ANN literature, approximations of the form (3) are known as functional link networks [4], [29], and we further call vectors \( Z^{(j)} \) the network weight vectors.

Given the expansion functions \( w_j(p) \) (3), a standard way to solve the scattered data approximation problem is to choose the parameter vectors \( Z^{(j)} \) by fitting expansion (3) to the data (2) with a least error. In the special case \( N = N_e \), when the number of the expansion weight vectors (3) coincides with the number of the training set data pairs (2), one can generally fit the training data exactly.

In this paper we consider an expansion of the form (3) with functions \( w_j(\cdot) \) that depend on the radii \( r_j = \|Q^{(j)} - p\| \), where \( Q^{(j)} \in \mathbb{R}^N \) are given vectors. Such expansion is known under the name of RBF approximation. RBF approximation has been used in computer graphics and experimental data processing applications (e.g., geophysical data) for two decades and has been demonstrated to provide a high quality of approximation. One can find further details and references in [7]–[9], [23], [33], and [34]. The cited papers employ the method recently referred to as an exact RBF interpolation. This method uses the radial functions centered at each of the data points (2). In this method, the radial function centers are \( Q^{(j)} = p^{(j)} \), and the expansion functions in (3) have the form
\[
w_j(p) = h(p - p^{(j)}) \tag{4}
\]
where \( h(\cdot) \) is a radial function, i.e., \( h(p - p^{(j)}) \) depends on the radius \( \|p - p^{(j)}\| \). Some most commonly used radial basis functions are
\[
h(p) = \exp(-\|p\|^2/d^2);
\]
\[
h(p) = (1 + \|p\|^2/d^2)^{1/2};
\]
\[
h(p) = (1 + \|p\|^2/d^2)^{-1/2}
\]
where \( \|\cdot\| \) denotes the Euclidean vector norm. The first radial function in (5) is Gaussian, and the last two are called Hardy multiquadrics and reverse multiquadrics, respectively [23]. Usually, the radial function width parameter \( d \) in (5) is chosen to be about an average distance between the neighboring node centers [2], [7], [8], [34].

Let us introduce the data matrix \( Y \) and the parameter matrix \( \Theta \) built of vectors (2) and (3)
\[
Y = [Y^{(1)}, \ldots, Y^{(N)}] \in \mathbb{R}^{N \times N},
\]
\[
\Theta = [Z^{(1)}, \ldots, Z^{(N)}] \in \mathbb{R}^{N \times N}.
\]

In the exact RBF interpolation we have \( N = N_e \). By substituting (3) and (4) into (2), and using (6), we can write the condition of the exact fit of training data \( \hat{Y}(p^{(j)}) = Y^{(j)} \) in the matrix form
\[
Y = \Theta H, \quad H = [h(p^{(i)} - p^{(j)})]_{i,j=1}^{N} \in \mathbb{R}^{N \times N}. \tag{7}
\]

The symmetrical matrix \( H \) in (7) is called interpolation matrix. This matrix has been proved to be invertible for the commonly used radial functions, if the vectors \( p^{(j)} \) are distinct [25]. With (3), (6), and (7) we obtain the interpolation of the mapping (1) of the form
\[
\hat{Y} = \hat{f}(p) = Y H^{-1} \bar{h}(p)
\]
\[
\bar{h}(p) = \text{col}([h(p - p^{(j)})]_{j=1}^{N}) \in \mathbb{R}^{N \times 1}. \tag{8}
\]

It has recently been acknowledged that RBF interpolation minimizes a certain regularization performance index that describes the interpolated surface roughness [7], [32], [33]. Different forms of radial functions (5) correspond to minimization of different regularization indexes.

Note that approximation (8) is linear in the data vectors \( Y^{(j)} \) (6). Thus, the computational complexity of the method remains moderate even for a large dimension \( N \) of the vector \( Y \).

The exact RBF interpolation (8) is global in the sense that it has the same form for any \( p \in \mathcal{P} \). One needs to complete the most computationally expensive part of (8)—inversion of matrix \( H \) (7)—only once for any number of points, where approximation (8) of function (1) is to be computed. Yet, this advantage cannot be used if the training set (2) grows with time.

B. RBF Network Approximation

Recently, some authors have treated the RBF approximation in the connectionist network setting [11], [19], [24], [26], [30]–[32]. They consider the radial function centers \( Q^{(j)} \) (we will call \( Q^{(j)} \) the network node centers) that do not coincide with the training set points, so that the expansion functions in (3) have the form
\[
w_j(p) = h(p - Q^{(j)}), \quad j = 1, \ldots, N, \tag{9}
\]

Suppose that the node centers \( Q^{(j)} \) (\( j = 1, \ldots, N \)) are given and fixed vectors. Let us fit the training set data (2) using network (3). Employing the same notation (6) as in (7), we can represent the fitting problem in the regression form
\[
Y = \Phi \Phi + \mathcal{E}, \quad \Phi = \{h(p^{(k)} - Q^{(j)})\}_{j,k=1}^{N} \in \mathbb{R}^{N \times N}, \tag{10}
\]
where \( \mathcal{E} = [e^{(1)}, \ldots, e^{(N)}] \in \mathbb{R}^{N \times 1} \) is a residual error matrix. Since we cannot be sure that \( \Phi \) is a well conditioned
or even a full rank matrix, we will look for a regularized least square solution to (10) that minimizes
\[ \| \mathcal{E} \|_F^2 + \alpha \| \Theta \|_F^2 \rightarrow \min. \quad 0 < \alpha \ll 1 \] (11)
where \( \| \cdot \|_F \) denotes a matrix norm equal to the square root of the sum of the squared matrix entries (the Frobenius norm). In (12), \( \alpha \) is a scalar regularization parameter, introduced to obtain solution of possibly ill-conditioned problem following the regularization technique of [37]. The parameter \( \alpha \) is small and does not influence the solution if the problem is well conditioned. Solving (10) and (11) for \( \Theta \) gives
\[ \Theta = Y \Phi^T (\alpha I_{N_y} + \Phi \Phi^T)^{-1} \] (12)
where \( I_{N_y} \) is the \( N_y \times N_y \) identity matrix.

If \( N_t \gg N_a \) and the training set inputs \( p^{(j)} \) are uniformly distributed in the input domain, matrix \( \Phi \) should have a rank \( N_a \) because basis functions (9) are linearly independent. The condition that \( \Phi \) has the full rank is called the PE condition. The discussion of the PE condition is the main topic of this paper, and for the network (3), (9) we formulate the PE condition in Section III.

As the exact RBF interpolation is known to yield very accurate results, one can expect that an RBF network with fixed centers can provide good approximation accuracy. More discussion of the properties of the RBF network with nodes placed on a uniform grid can be found in [35]. The idea discussed in [35] and theoretically studied in more detail in [34] is that an RBF interpolation on a uniform grid performs a spatial filtering of the approximated function. Thus, the RBF approximation error is small, if the function has small high-frequency contents.

### C. Recursive Identification of the RBF Model

Equation (12) describes the computation of the network parameter matrix \( \Theta \) with the method that is called batch learning in the ANN literature. This method assumes that the whole training data set (2) is available at once. In many practical situations, however, the training data pairs arrive one by one, and a recursive weight updating procedure is desirable. The recursive weight update enables the user not to keep track of all of the past data, but rather modify the parameter matrix \( \Theta \) as the new data arrive. This feature is especially important for RBF network-based nonlinear adaptive control applications.

We can apply a well-known recursive least squares (RLS) equivalent of (12) to update an already available estimate of the matrix \( \Theta \) (6). Let us introduce a regressor vector
\[ \Phi(p) = \text{col}(\{ h(p - Q^{(j)}) \})_{j=1}^{N_t} \] (13)
and denote \( \Phi^{(k)} = \Phi(p^{(k)}) \). The vectors \( \Phi^{(k)} \) are the columns of the regression matrix \( \Phi \) (10). Let \( \hat{\Theta}^{(k)} \) be an estimate of \( \Theta \) available at step \( k \). The RLS identifier has the following standard form [11]
\[ \hat{\Theta}^{(k+1)} = \hat{\Theta}^{(k)} + a^{(k)} e^{(k)} \Phi^{(k)} \] (14)
\[ e^{(k)} = Y^{(k)} - \hat{\Theta}^{(k)} \Phi^{(k)} \]
\[ P^{(k+1)} = P^{(k)} - a^{(k)} P^{(k)} \Phi^{(k)} (\Phi^{(k)} P^{(k)} \Phi^{(k)})^{-1} \]
\[ g^{(k)} = (1 + a^{(k)} \Phi^{(k)} g^{(k)})^{-1} \]
\[ \| e^{(k)} \|^2 + \alpha \| \hat{\Theta}^{(k+1)} - \hat{\Theta}^{(k)} \|^2_F \rightarrow \min. \quad \alpha \ll 1 \]
where, as usual, \( e^{(k)} \) is the \( k \)th step prediction error, \( P^{(k)} \) is the inverse covariance matrix, and \( g^{(k)} \) is an auxiliary variable. For \( a^{(k)} = 1 \) and the initial condition \( P^{(0)} = \alpha^{-1} I_{N_y} \), (14) is equivalent to (12). The deadzone parameter \( a^{(k)} \) can be introduced in (14) in the usual way to provide robustness with respect to the imprecise modeling and measurement noise; e.g., see [11] for more detail. The dimension of the covariance matrix \( P^{(k)} \) is \( N_y \times N_y \). This dimension does not depend on the dimension \( N_y \) of the output vector \( Y \). Since there are no matrix inversions in the RLS update (14), it is feasible for a relatively large network size \( N_y \).

Papers [4] and [5] consider an application of the orthogonal least square modification of the RLS algorithm to RBF network approximation. Papers [5] and [22] consider modifications of the RLS identification of an RBF network for the cases of dynamical node creation, update, and clustering of the node centers. In this paper, we consider the numbers of the nodes and the node centers as fixed parameters. Another recursive estimation technique commonly used in signal processing and adaptive control is projection estimation. The projection estimation is a special case of the least mean square algorithm, which is known as the Widrow–Hoff updating rule in the signal processing literature and as a delta rule in the ANN literature. To derive the projection update, instead of minimizing a mean error index (11), let us minimize a one-step error increment index similar to (11)
\[ \| e^{(k)} \|^2 + \alpha \| \hat{\Theta}^{(k+1)} - \hat{\Theta}^{(k)} \|^2_F \rightarrow \min. \quad \alpha \ll 1 \]
where \( e^{(k)} \) is the \( k \)th step approximation error. The solution of (15) for \( \hat{\Theta}^{(k+1)} \) has the form similar to (12)
\[ \hat{\Theta}^{(k+1)} = \hat{\Theta}^{(k)} + e^{(k)} \Phi^{(k)} \] (16)
where \( \| \Phi^{(k)} \|^2 = \Phi^{(k)} \Phi^{(k)} \)

Projection estimation of RBF network weights in adaptive control of a nonlinear system is considered, for instance, in [27].

### III. Persistency of Excitation

This section, as well as Section IV, contains the major contribution of this paper.

The well-known convergence condition for the estimation algorithms (16) and (14) is the PE condition, i.e., the requirement that for some \( \delta > 0, K \geq N_y \) and any \( n > 0 \)
\[ \sum_{k=n}^{n+K} \Phi^{(k)} \Phi^{(k)} \geq \delta \] (17)
where \( \sigma(A) \) denotes a minimal singular value of the matrix \( A \) [11].

In accordance with (13), the PE condition depends on the training inputs \( p^{(j)} \). Authors of [36] have established that the inputs consecutively coinciding with the node centers \( Q^{(j)} \) provide PE. The PE condition of [36] immediately follows from the invertibility of the exact RBF interpolation matrix \( H \) (7). Condition (36) is very restrictive, since for a random input
sequence $p^{(i)}$, which clearly should provide PE, the network inputs never coincide with the node centers.

We keep assuming that the node centers $Q^{(j)}$ of the RBF network are fixed and prove that the sequence $\Phi(p^{(i)})$ provides PE if the inputs $p^{(j)}$ belong to certain neighborhoods of the node centers $Q^{(j)}$. We show numerically that, in fact, these neighborhoods may occupy a significant part of the input domain volume, and thus, the derived PE condition is not too restrictive.

**Definition 1**: Let us consider a finite sequence of $K_\varepsilon$ RBF network inputs $p^{(j)}$ and call it exciting, if for some $\delta > 0$ the following inequality holds

$$
\sigma(\Psi_{K_\varepsilon}) = \sigma \left( \sum_{k=1}^{K_\varepsilon} \Phi(k)\Phi(k)^T \right) > \delta.
$$

(18)

Clearly, an infinite sequence $\{p^{(j)}\}_{j=1}^\infty$ has a PE property, if for some $K_\varepsilon$ all finite sequence pieces of the length $K_\varepsilon$ contain exciting subsequences of length $N_\varepsilon$ with the same $\delta$.

To establish the PE condition, let us use the cardinal interpolation representation of (10) and (18). Let us consider the interpolation matrix $H$ of the form (7) and a new regressor vector $X(p)$ of the form

$$
X(p) = \begin{bmatrix}
\chi_1(p) \\
\vdots \\
\chi_{N_\varepsilon}(p)
\end{bmatrix} = H^{-1}\Phi(p) \in \mathbb{R}^{N_\varepsilon},
$$

$$
H = \{h(Q^{(i)}-Q^{(j)})\}_{i,j=1}^{N_\varepsilon} \in \mathbb{R}^{N_\varepsilon \times N_\varepsilon}.
$$

(19)

The interpolation matrix $H$ is proved to be invertible for the commonly used radial functions [25]. The functions $\chi_j(p)$ (19) are called cardinal functions [34] and have the property

$$
\chi_j(Q^{(k)}) = \delta_{jk}
$$

(20)

where $\delta_{jk}$ is the Kronecker symbol. The regressor vector $X(p)$ (19) is the linear transformation of the vector $\Phi(p)$ (13), and by substituting (19) into (18), we obtain the excitation condition (18) in the form

$$
\sigma(\Psi_{N_\varepsilon}) = \sigma \left( \sum_{k=1}^{N_\varepsilon} X^{(k)} X^{(k)^T} \right) > \varepsilon_1
$$

(21)

where $X^{(k)} = X(p^{(k)})$. For $\varepsilon_1 = \delta/\sigma^2(H) > 0$, inequality (18) follows from (21). Inequality (21) easily proves the PE condition of [36]. In this condition, $p^{(j)} = Q^{(j)}$ and, according to (20), $\Psi_{N_\varepsilon} = I_{N_\varepsilon}$, an identity matrix. Thus, (21) holds with $\delta = 1$.

Since the cardinal functions (19) are continuous and satisfy (20), the node centers $Q^{(j)}$ are inner points of the diagonal dominance sets $A_j^\varepsilon$ ($0 < \varepsilon$)

$$
A_j^\varepsilon = \left\{ p \in A_j^\varepsilon : |\chi_j(p)| - \sum_{i=1,i\neq j}^{N_\varepsilon} |\chi_i(p)| > \varepsilon \right\}.
$$

(22)

Now we are in position to formulate the following theorem

**Theorem 1**: Let us consider an infinite sequence of the RBF network inputs $\{p^{(j)}\}_{j=1}^\infty$. Assume that $K_\varepsilon \geq N_\varepsilon$ and $\varepsilon > 0$ exist, such that for any $k$ and node number $j$, $1 < j \leq N_\varepsilon$, we can find an input vector $p^{(i)}(k < i \leq k + K_\varepsilon)$, such that $p^{(i)} \in A_j^\varepsilon$.

Then the sequence $\{p^{(j)}\}_{j=1}^\infty$ provides PE in the sense of (17).

The proof of Theorem 1 is given in the Appendix.

Practical usefulness of Theorem 1 depends on how large the diagonal dominance sets (22) of the cardinal functions are. The shape and sizes of the sets $A_j^\varepsilon$ depend on the radial basis functions used and on the node center positions. To get an idea on how the domains (22) look like, let us consider an important special case of the network node centers $Q^{(j)}$ placed on a uniform mesh with a unit base.

For the presentation clarity, let us consider a two-dimensional input parameter space, $N_\varepsilon = 2$. We compute the borders of the domain (22) for $\varepsilon \to 0$ numerically. The cardinal functions $\chi_j(p)$ decay fast and are small far from the respective node center. Thus, remote nodes contribute little to the diagonal dominance condition (22). Therefore, in the middle of the node grid $11 \times 11$, that we use for computations in the example, shape of the domains (22) is almost the same as for the cardinal interpolation on an infinite grid of nodes.

The numerically found borders of the diagonal dominance domains $A_j^\varepsilon$ are plotted in Figs. 1–3. In all three figures, the RBF network nodes are at the points with whole coordinates—the centers of the domains $A_j^\varepsilon$. Fig. 1 shows the shapes of the domains $A_j^\varepsilon$ for Gaussian RBF network with $d = 0.7$. The domains have symmetrical diamond shapes. Figs. 2 and 3 show the domain borders for the Gaussian and reverse multiquadrics radial functions (5). In Figs. 2 and 3, the node center is in the coordinate origin, and the first quadrant defines
excitation. Thus, the width $d$ should be chosen to provide the best accuracy of approximation rather than a maximal size of the diagonal dominance domain.

Optimal choice of $d$ for the problem of scattered data RBF approximation of manipulator dynamics is studied in [2]. By normalizing the average distance between the node centers in the results of [2] to unit, one can derive that the best accuracy is obtained with $d \approx 2$ for Gaussian RBF and $d \approx 3$–6 for reverse multiquadratics. Yet, these results strongly depend on the scaling of the input data. Our experience suggests $d \approx 1.5$ for Gaussian RBF.

One can see that the diagonal dominance domains in Fig. 1 cover about 25% of the plane area. Thus, for randomly generated inputs $p^{(i)}$, about 25% of the inputs will add to the persistent excitation as guaranteed by Theorem 1. This guarantees fast convergence of the considered recursive algorithms for the RBF network identification.

From the results of Figs. 2 and 3, some estimates can be made regarding the size of the diagonal dominance domains for the dimension of the input vector $p$ higher than two.\footnote{The author owes this remark to an anonymous reviewer.} Let us assume that the domain $A_{d}^{n}$ could be approximated by hypercube that has unit diagonals and the side $(\sqrt{2}/2)^{N_p}$ of the unit hypercube volume. This makes 50% for $N_p = 2$, 25% for $N_p = 4$, and 12.5% for $N_p = 6$. RBF approximation is rarely feasible for larger input dimension $N_p$, as the number of the network nodes grows with $N_p$ exponentially. Still this estimate shows that it becomes increasingly more difficult to guarantee persistency of the excitation for large dimension $N_p$ of the input space.

**IV. IDENTIFICATION AND PERSISTENCY OF EXCITATION IN AFFINE RBF NETWORK**

Let us now consider a mapping that describes a nonlinear system and has the form

$$Y = S(U, p) = f(p) + G(p)U$$

$$Y \in \mathbb{R}^{N_p}; \quad U \in \mathbb{R}^{N_u}; \quad p \in \mathcal{P} \subset \mathbb{R}^{N_p};$$

(23)

where vector $p$ has the meaning of the system parameters (state variables) and $U$ is the control vector. Affine nonlinear dynamical systems, for which the right-hand side of the governing equations has the form (23), have attracted much attention in modern nonlinear control theory [21]. For such systems, in (23) $p$ is the state-space vector, vector $Y$ is the state derivative, and $U$ is a control input. Affine mappings of the same form are considered in a number of papers on ANN-based adaptive control, e.g., [15], [27], [28], and [35] among many others. Nonlinear mappings of the form (23) are used in [12]–[14], [17], and [18] to describe open-loop feedforward control of dynamical systems, where $Y$ is the task-related system output, $U$ describes the open-loop control program over a certain time interval, and $p$ is the task parameter vector.

By applying the RBF network approximation of the form (3), (9) to the vector-valued mapping $f(\cdot)$ and the matrix-valued mapping $G(\cdot)$ and combining them to approximate the

the shape of the symmetrical domain $A_{d}^{n}$. The border depends on the radial function width parameter $d$, which is displayed near the curve. For smaller values of $d$, the radial functions (5) are narrower and their values at the neighboring nodes smaller. Thus, each radial function dominates other radial functions in a larger neighborhood of its own center.

The borders in Figs. 2 and 3 are plotted for the widths $d$ in the range normally used in practice. We do not discuss an issue of optimal choice of $d$ here. Note also that Theorem 1 actually gives only a sufficient condition of the persistent
system (23), we obtain an affine RBF network of the form

\[ Y = \hat{S}(U, p) = \hat{f}(p) + \hat{G}(p)U \]

\[ = \sum_{j=1}^{N_\alpha} h(p - Q^{(j)})[Z^{(j)} + G^{(j)}U] \]  
(24)

where \( Z^{(j)} \) and \( G^{(j)} \) are the parameter matrices of appropriate dimensions.

As in Section III, we assume that the network node centers \( Q^{(j)} \) are fixed parameters of the approximation (24). By introducing the regressor vector \( \Phi(p, U) \) and abusing Section II notations for the network parameter matrix \( \Theta \) and the weights \( Z^{(j)} \), we can write (24) in the following form:

\[ Y = \hat{S}(U, p) = \Theta \Phi(p, U) \]

\[ \Theta = [Z^{(1)}, G^{(1)}; \ldots; Z^{(N_\alpha)}, G^{(N_\alpha)}] \].  
(25)

In accordance with (24), the regressor vector in (25) has the form

\[ \Phi(p, U) = \Phi(p) \otimes W, \quad W = \left[ \begin{array}{c} 1 \\ U \end{array} \right] \]  
(26)

where \( \otimes \) denotes direct (Kronecker) matrix product and \( \Phi(p) \) is given by (13). The regression representation (25) of the network (24) has the same form as the regression representation (10) of the network (3). Therefore, we can apply one of the recursive identification algorithms discussed in Section III for estimating \( \Theta \). By using the notation of (10), we can write the estimation algorithms in the same form as presented in Section III.

For clarity, let us consider an estimation algorithm discussed in Section III—the projection estimation—in more detail here. For network (25), the projection algorithm can be written in the form similar to (16)

\[ \hat{\Theta}^{(k+1)} = \hat{\Theta}^{(k)} + \gamma^{(k)} \overline{\Phi}^{(k)}(\alpha + ||\Phi^{(k)}||^2) \]

\[ = \hat{\Theta}^{(k)} + \gamma^{(k)} \overline{\Phi}^{(k)} \]  
(27)

where \( \hat{\Theta}^{(k)} \) is an estimate of the network parameter (weight) matrix \( \Theta \) (25) at the iteration \( k \). \( \overline{\Phi}^{(k)} = \Phi(p^{(k)}, U^{(k)}) \) is the regressor vector (26) at the same iteration and \( p^{(k)}, U^{(k)} \) and \( Y^{(k)} \) are, respectively, the task parameter, input, and output vector at the iteration \( k \).

Estimation algorithm (27) converges, if the PE condition of the form (17) is satisfied. We follow the outline of Section III and prove a sufficient condition for all finite pieces of the sequence \( \overline{\Phi}^{(k)} \) of length \( K_c \geq N_\alpha(N_\alpha + 1) \) to be excited in the sense similar to (18).

Unlike the standard RBF network considered in Section III, in the affine RBF network (25) the regressor vector \( \overline{\Phi}^{(k)} \) depends on two input vectors: \( p^{(k)} \) and \( U^{(k)} \). Thus, the PE condition of this section is more involved than that of Section III.

Let us now formulate a generalization of the Theorem 1 for the affine network identification.

**Theorem 2:** Let us consider an infinite sequence of the affine RBF network inputs \( \{p^{(i)}, U^{(i)}\}_{i=1}^{\infty} \). Assume that \( K_c \geq N_\alpha(N_\alpha + 1) \) and \( \epsilon > 0 \) exist, such that for any \( k \) and any node number \( j \), \( 1 \leq j \leq N_\alpha \), we can find \( N_\beta + 1 \) different input pairs \( \{p^{(i)}, U^{(i)}\}_{i=1}^{N_\beta + 1} \), \( (k < l, l \leq k + K_c) \) for which the following inequality holds

\[ |x_j(p^{(i)})|/\text{cond}(W) - \sum_{k=1, k \neq j}^{N_\beta} |x_k(p^{(i)})| > \epsilon \].  
(28)

Here \( x_j(p) \) are the cardinal functions (19) of the RBF interpolation, and the square matrix \( W \in \mathbb{R}^{N_\beta + 1, N_\beta + 1} \) has the columns

\[ W^{(i)} = \left[ \begin{array}{c} 1 \\ U^{(i)} \end{array} \right] \]  
(29)

We also assume that the matrix \( W \) satisfies the inequality

\[ \sigma(W) > \sigma_0 \]  
(30)

where \( \sigma_0 \) is a given constant, and \( \sigma(\cdot) \) denotes the minimal singular value of the matrix. Then the sequence \( \Phi^{(k)} = \Phi(p^{(k)}, U^{(k)}) \) provides PE.

The proof of Theorem 2 is given in the Appendix.

**Remark 2:** For \( N_\alpha = 0 \), \( \text{cond}(W) = 1 \) in (28), and we obtain the condition of the Theorem 1.

**Remark 3:** Condition (28) describes the diagonal dominance set that is smaller than the set (22) to the degree depending on the excitation properties of the control vector sequence \( U^{(i)} \).

V. CONCLUSIONS

We have considered linear algorithms for RBF network identification of nonlinear systems. The algorithms converge, if the regressor vectors (13) or (26) satisfy the PE condition. The regressor vector is a nonlinear function of the input variables. We have proved that PE is achieved, if the input variables belong to certain neighborhoods of the RBF network nodes. By means of a numerical example, we have further demonstrated that these neighborhoods are sufficiently large.

We have further considered affine RBF network identification. Such a network has two different types of inputs. The system output depends in a nonlinear way on the input vector \( p \) of the first type and linearly on the input vector \( U \) of the second type. Affine RBF networks approximate an important class of nonlinear systems that are affine in control components. For such systems, the vector \( p \) represents the system state variables, and the vector \( U \) comprises the control inputs.

The formulated conditions represent the necessary basis for convergence analysis of the RBF network-based identification and adaptive control algorithms for nonlinear dynamical and controlled systems. In this paper, we have formulated the PE conditions for the RBF network identification of static mappings. The derived conditions can be used in analysis of RBF network identification of dynamical systems. This usage, however, requires an additional study. Clearly, the particular application of the derived PE conditions will depend on the form of the dynamical system representation via a
static mapping, such as the form of difference or differential
governing equation used in the analysis.

APPENDIX

**Proof of Theorem 1:** The proof is by a contradiction.

It is sufficient to prove that the finite sequences \( \{p^{(j+k)}\}_{j=1}^{N_a} \) satisfy (21) for some \( \varepsilon_1 \) and any \( k \). Let us suppose that this is not true and that \( \sigma(\Phi_{K_r}) < \varepsilon_1 \) for any fixed \( \varepsilon_1 \) and some \( k \). Then for some \( x \in \mathbb{R}^{N_a}, ||x|| = 1, x = \text{col}(\{x_1\}_{j=1}^{N_a}) \), we have \( x^T \Phi_{K_r} x < \varepsilon_1 \). Therefore, for any \( j, k < j \leq k + K_r \), we obtain

\[
||X(p^{(j)})x|| \leq \sqrt{\varepsilon_1}.
\]

(31)

Without a loss of generality we can assume that the first component of the vector \( x \) is one with the largest absolute value

\[
|x_1| \geq |x_j|, \quad (j = 2, \ldots, N_a); \quad \text{and} \quad |x_1| \geq 1/\sqrt{N_a}.
\]

(32)

The second inequality in (32) follows from the first one and the fact that \( ||x|| = 1 \). By the theorem condition, for some \( i, (k < i \leq k + K_r) \) we have \( p^{(i)} \in A_i \). Combining (22) and (32) we obtain

\[
|x_1(p^{(i)})x_1| \geq \sum_{i=2}^{N_a} |x_i(p^{(i)})x_1| + \varepsilon/\sqrt{N_a}.
\]

(33)

On the other hand, we can write (31) in the form

\[
\sqrt{\varepsilon_1} \geq \sum_{i=1}^{N_a} |x_i(p^{(i)})x_1| \geq |x_1(p^{(i)})x_1| - \sum_{i=2}^{N_a} |x_i(p^{(i)})x_1| \geq |x_1(p^{(i)})x_1| - \sum_{i=2}^{N_a} |x_i(p^{(i)})x_1|.
\]

(34)

By taking \( \varepsilon_1 = \varepsilon^2/N_a \), we come to a contradiction between (33) and (34). \qed

**Proof of Theorem 2:** The proof follows the scheme of the proof of Theorem 1, but is somewhat more involved.

Let us assume that the conditions of Theorem 2 hold, but for any \( \delta > 0 \) some \( k \) exists so that

\[
\sigma(\Phi_{K_r}) = \sigma \left( \sum_{j=k+1}^{j+K_r} \text{col}(\{x_1(p^{(i)})x_1\}_{i=1}^{N_a}) \right) < \delta.
\]

(35)

Inequality (35) implies that a unit vector \( \overline{x} \in \mathbb{R}^{N_a(N_a+1)} \) exists such that

\[
\overline{x}^T \Phi(p^{(j+k)}, U^{(i)}) < \overline{\delta}. \quad (j = k + 1, \ldots, k + K_r).
\]

(36)

Let us now introduce an extended interpolation matrix \( \overline{H} \in \mathbb{R}^{N_a(N_a+1)} \) and the new regressor vector \( \overline{X}(p, U) \) of the form

\[
\overline{H} = H \otimes I_{N_a+1}, \quad \overline{X}(p, U) = \overline{H} \Phi(p, U) = X(p) \otimes W
\]

(37)

where \( I_{N_a+1} \) is the unit matrix of dimension \( N_a + 1 \). \( X(p) \) is a vector of the form (19), \( \Phi(p, U) \) and \( W \) have the form (26), \( \otimes \) is the Kronecker product, and the last equality in (37) follows from the block matrix properties in [10].

By substituting (37) into (36), we obtain that for a unit vector \( \overline{x} = \overline{H} \overline{x} ||\overline{H} \overline{x} || \) and some \( k \) the following inequality holds

\[
\overline{x}^T \overline{X}(p^{(j+k)}, U^{(j)}) < \varepsilon_1, \quad (j = k + 1, \ldots, k + K_r).
\]

(38)

where \( \varepsilon_1 = \sqrt{\delta/(\overline{H} \overline{H} ||\overline{H} \overline{H} ||)} \). Let us cut vector \( \overline{x} \) into \( N_a \) vectors \( x^{(i)} \) of length \( N_a + 1 \) each

\[
\overline{x} = [x^{(1)}T \ldots x^{(N_a)}T]T.
\]

(39)

Without a loss of generality we can assume that

\[
||x^{(1)}|| \geq ||x^{(i)}||, \quad (j = 2, \ldots, N_a)
\]

(40)

where the second inequality follows from the first one and the fact that \( ||\overline{x}|| = 1 \).

Now let us take \( N_a + 1 \) vectors \( W^{(i)} \) so that the Theorem 2 condition (28) is satisfied for the first node, \( j = 1 \). Again, without a loss of generality we assume that \( l_i = k + i \). By writing inequality (38) for each of these vectors and computing a linear combination of the inequalities with weights \( s_j \), we obtain

\[
\sum_{j=1}^{N_a+1} \overline{x}^T \overline{X}(p^{(j+k)}, U^{(j+k)}) \xi_j \leq \varepsilon_1 \sum_{j=1}^{N_a+1} |x_j|.
\]

(41)

By denoting \( \chi^{(i)} = x^{(i)}(p^{(i+k)}) \) and using (37), we can write (41) in the form

\[
\sum_{j=1}^{N_a+1} s_j W^{(j)} \overline{x}^{(j)} \chi^{(j)} + \sum_{j=1}^{N_a+1} s_j W^{(j)} \sum_{i=2}^{N_a} \chi^{(i)} \chi^{(j)} \leq \varepsilon_1 \sum_{j=1}^{N_a+1} |x_j|.
\]

(42)

We are considering a finite number of the network nodes, and the radial functions \( f \) have infinite support. Therefore, we can always find constants \( C \) and \( C_1 \) so that in the domain (22)

\[
0 < C \leq \chi(p) \leq C_1, \quad p \in A_j
\]

(43)

In (28) \( \text{cond}(\overline{W}) \geq 1 \), thus \( p^{(i)} \in A_0 \), and by using (43) we obtain from (28)

\[
\sum_{i=2}^{N_a} |x^{(i)}||x^{(j)}| \leq 1/\text{cond}(\overline{W}) - \varepsilon/C_1.
\]

(44)

Let us also denote \( s = \text{col}(\{x_j\}_{j=2}^{N_a+1}) \in \mathbb{R}^{N_a+1} \). If we divide (42) by \( |x^{(j)}| \) and use (30), (40), (43), and (44), we obtain the following chain of the inequalities

\[
\frac{\varepsilon_1}{C} ||s|| \sqrt{N_a + 1} \geq \varepsilon_1 \sum_{j=1}^{N_a+1} |s_j| \geq ||W|| ||x^{(j)}|| - ||W|| \left( \frac{1}{\text{cond}(\overline{W})} - \varepsilon/C_1 \right) ||x^{(j)}|| \geq ||s|| \text{g}(\overline{W}) ||x^{(j)}|| /C_1 \geq ||s|| \varepsilon/C_1 (C_1 \sqrt{N_a})\]

(45)
Since $\delta$ in (28) and $\epsilon_1$ in (38) can be taken arbitrarily small, and $\epsilon$ in the Theorem 2 condition (28) is fixed, by choosing $\epsilon_1 < C\sigma_0/C_1 \sqrt{N_f(N_f + 1)}$ we come to the contradiction.
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