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A Categorical Model of Cognition and Biased
Decision Making

Roland Fryer and Matthew O. Jackson

Abstract

There is a wealth of research demonstrating that agents process information with the aid of
categories. In this paper we study this phenomenon in two parts. First, we build a model of how
experiences are sorted into categories and how categorization affects decision making. Second, in
a series of results that partly characterize an optimal categorization, we show that specific biases
emerge from categorization. For instance, types of experiences and objects that are less frequent
in the population tend to be more coarsely categorized and lumped together. As a result, deci-
sion makers make less accurate predictions when confronted with such objects. This can result in
discrimination against minority groups even when there is no malevolent taste for discrimination.
However, such comparative statics are highly sensitive to the particular situation; optimal catego-
rizations can change in surprising ways. For instance, increasing a group’s population, holding all
else constant, can lead a decision maker to make less accurate predictions about that group.
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“People will be prejudiced so long as they continue to tHink.

Billig (1985, p.81)

1 Introduction

People categorize others in order to effectively navigade ivay through the world
of murky social interactions and exchange. The distingrdséocial psychologist
Gordon Allport memorably noted, “the human mind must thinkhvthe aid of
categories. We cannot possibly avoid this process. Ordigihg depends upon
it.” Indeed, there is a long tradition in social psycholobgtt treats certain biases
such as stereotyping and prejudice as inevitable consegs@fcategorization (for
example, see Allport (1954), Hamilton (1981), Tajfel (196® Fiske (1998) for a
recent review). ldeas of categorical thinking and stengioty have been at the
forefront of social psychology for five decades (Macrae anddhhausen, 2002,
Markman and Gentner, 2001), but their potential has yet toebézed in many
other social sciences (e.g., economics and sociology)s ihilue, in part, to the
lack of formal models linking categorization to social dgan making.

This paper builds a model of cognition centered on the basiciple that hu-
mans process information with the aid of categories; ptiagi@ link between cat-
egorization and social decision making. A short synopsiswfapproach is as
follows. We construct a model where a decision maker staassgxperiences in a
finite set of bins or “categories.” The central idea is tha tlumber of categories
is limited, and so the decision maker is forced to group logteneous experiences
in the same category. The decision maker then forms pragstypr prediction
based on some aggregate memory or statistic from each catégfpen encoun-
tering a new situation, the decision maker matches the miusiiation to the most
analogous category, and then makes predictions based gmdtatype from that
category.

Our main focus is on “optimal” categorizations, which we defio be ones that
minimize the sum across categories of within category tiariaWe show that un-
der some mild conditions this is equivalent to categorizmg way that maximizes
expected utility. An optimal solution to this problem nesasly lumps less fre-
guent types of experiences into categories that end up lbearg heterogeneous.
An important implication being that interactions with miitg groups, which for
most decision makers are necessarily less frequent duee tmitority nature of
the group, will generally be sorted more coarsely into catieg than interactions
with larger groups. We establish this in a series of reshlispartly characterize an
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optimal categorization, and we show how the categorizaifarbjects depends on
relative frequencies and some measure of distance betviperts

We are unable to prove general results about optimal cagegimns, and this
failure is itself informative. Difficulties arise due to tifect that the types of com-
parative statics that one might expect (under an optimalcaization, increasing
the number of experiences of a certain type would lead thgperignces to be
categorized in a way that would lead to more accurate piedgtbout those ex-
periences, e.g.) can only be obtained under special asgurapfor instance, the
exact opposite can occur, even with large numbers of expees To the extent that
individuals process information with the aid of categorims results point out that
people’s decision making can be very unpredictable, angesuto high volatility
even within a given individual as their experiences change.

We think of our contribution in two parts. The first is devdlogp a model of
how experiences are sorted into categories and how categjon biases decision
making. The second is developing implications of this incifiesocial contexts.
For instance, in a labor example, minorities will not be aslfirsorted based on
their investments in human capital. This in turn providesanities with less of an
incentive to invest in human capital, which then furthenfeices the coarse sort-
ing. And those minorities who have invested are still notwad on equal footing
with others who have made similar investments.

We are certainly not the first to provide a model of categoiora There is a rich
literature on categorization, and a humber of models thet bhaen developed for
use in analyzing data to understand how categorizations\@ok example, Ashby
and Maddox, 1993; Ashby and Waldron, 1999, McKinley and Nslgg 1995;
Reed, 1972; Rosseel, 2002). The novelty of our analysisasiths the first to
provide a model for which one can prove results regardingtbperties of optimal
categorization; and in particular, showing that it necessanplies differential
treatment of groups based on their size. This model is thagpkarly well-suited
to use in analyzing how categorization results in specifit predictable biases in
decision making.

Before moving to a full description of the categorizationdaband our results,
we present three stark examples that preview some of the,idetitions, and
subtleties in the general modeling.

2 Three Examples

For pedagogical purposes, we begin with a simple examplelthstrates some
basic ideas of categorization.
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Example 1 A Simple Labor Market Example

Consider a population of employers and a population of wstk&he population
of workers consists of 90 percent “white” workers and 10 petcblack” workers.
Thus, the black workers are the “minority” group. Workersneoin two human
capital levels: high and low. So, overall, workers come rftlavors: black-high,
black-low, white-high, and white-low. Black and white werk are both just as
likely to be of high human capital levels as low. We can repnés worker’s type
by a vector in{0,1}?, where(0,0) represents black-low0,1) represents black-
high, (1,0) represents white-low, and, 1) represents white-high.

Let us suppose that an employer has fewer categories aesaiitaber memory
than there are types of people in the world, and start by exagithe case where
the employer has three categories available. Supposeradsthe employer has
interacted with workers in the past roughly in proportiortheir presence in the
population.

Categories Mean Difference Total Variation
0 1) 0

00 (00) 0 45
{(1,0); (1)} 1.5 90%(0,5)

(19 (10) 0

(00 ©00) 0 9
{(0.2); (L1} (9.9 5%(.9,0); 45%(.1,0)

() %) 0

03 09 0 9
{(0.0); (1O} (20 5+(9,0); 45%(.1,0)

() ) 0

00) (0,0) 0 18
{(02); (1,0} (9.1) 5%(9.9); 45%(1,.1)

(19 (L0) 0

() () 0 18
{(00); (11} (9.9 54(9,9); 45%(1,.1)

(LY Ly 0

(10) 10 0 5
{(00); (0.2)} 0.5) 10%0,5)

How might the employer sort the past types that s/he hasaictiea with into the
categories? Let us suppose that this is done in a way so thabjacts (experiences
with types of past workers in this case) in the categoriemaar@milar as possible.
To be more explicit, let us assume that the objects are stwtednimize the sum
across categories of the total variation (in the city bloekma) about the mean from
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each category. For instance, consider a case where the yanplas previously
interacted with 100 workers in proportion to their presemcthe population. So
the employer has interacted with 5 workers of type (0,0); &pé (0,1); 45 of type

(1,0) and 45 of type (1,1). Let us assign these to three caesgd he most obvious
way, and the unique way to minimize the sum across categuirtbe total variation

about the mean from each category, is to put all of the tyd®’slin one category,
all of the type (1,0)’s in another category, and all ofX8,in the third category. This
means that the white workers end up perfectly sorted, butltduk workers end up
only sorted by race and not by their human capital level!

To get an idea of why this is the optimal sorting, let us examntlre total vari-
ation (within-categories) that it generates, and compate some other possible
assignments to categories, as illustrated in Table 1.

The variation in category 1 (all (1,1)'s) is 0, the variatizncategory 2 (all
(1,0))'s is 0, and the variation in category 3 (containing §0,0) and 5x (0,1))
is 10 x % for a total variation of 5; where the distance between eitiyee (0,0)
or (0,1) and the category 3 average of%()Oi,s % To see why this leads to the
least variation, consider another assignment of objeatatiegories where the low
human capital types were all assigned to one category antighehuman capital
types were sorted into two categories (by race). Here thiati@am in category 1
(all (1,1)’s) is 0, the variation in category 2 (all (0,1))%0, and the variation in
category 3 (containing 4% (1,0) and 5x (0,0)) is 45x .1 and 5x .9 for a total
variation of 9 (noting that the average in that categorydgy}). In total, objects are
further from their category means in the second assignnidns. gives us an idea
of how categorization can lead to a sorting where some groaiplmers are more
coarsely sorted than others. Note, it is in particutd@nority group members that
are more coarsely sorted, due to their lower frequency iptpalation.t

Once we couple this with the observation that prototypesapertant in form-
ing expectations, discrimination results. Under the optioategorization, the pro-
totype for the third category is the average of that categb(9, %). This prototype
works against the high human capital blacks, as the expectadbm the prototype
of their category is lower than their type. This is due to taet that the mind of
the employer has stored them in a category that we can labsdK'brather than
“black-high”. This can result in high human capital blacks being hired for po-
sitions that require high human capital levels, and alsdfer® of wages that are
below their productivity levels.

1This is consistent with the experimental evidence in sqasgichology and cognitive neuro-
science that agents tend to categorize others by race (Br&@&8; Bruner, 1957; Fiske and Neu-
berg, 1990).

http://www.bepress.com/bejte/vol8/iss1/art6 4
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Our initial curiosity in the workings of categorization wativated in thinking
about how people’s preferences manifest themselves imimis@atory behavior.
Rather than simply assume preferences for one’s own typentidel we develop
here provides a foundation in which such behavior might gmeand persist over
time2 The discrimination that emerges from our model is not madwp nor is it
derived from some primitive preference or taste for one’s oace. It is the result
of a minority population being sorted more coarsely due ® d¢htegorical way
in which experiences are stored. This also contrasts watistital discrimination
since it is not a multiple equilibrium phenomenon where itldeequally as well be
the majority that is discriminated against, but rathersutes from an inherent bias
against minority interactions in the process of categtinmaof human memory,
even when qualifications are fully observable.

Some Evidence on Coarse Sorting of Minorities from Audits orResunes

A small literature using audit studies involving resum#saell and Prescott-Clarke
1970, Hubbick and Carter 1980, Brown and Gay 1985, Bertrand\ullainathan
2003) provides evidence for a coarser sorting of blacks byl@yers, which closely
mirrors the above examples. These studies send resumestafugcapplicants to
potential employers. The main difference between the twames is that on one
resumeé the applicant has a distinctively black name andhemther the applicant
has a traditionally white name. Such studies repeatedlg fawnd that resumés
with white hames are substantially more likely to lead to ijjoferviews than the
identical resumés with distinctively black names. In tewwhour example, the name
represents the first attribute — broken down as white or bfaakd the rest of the
content on a resumé corresponds to the second attributearhuoapital. Further,
Bertrand and Mullainathan (2003) show that the gap in catkbhates between
blacks and whites are larger among higher levels of skilleshetation. This is the
precise prediction that comes out of our example and model.

A Remark on Endogenizing Human Capital

The example might seem to be ambiguous in terms of the oukdoneblacks,
as the black-lows are benefiting from being stored as “blaakier than “black-

2There are two main theories of discrimination in the ecomsniiterature: one attributed to
a “taste” for discrimination (e.g., Becker (1957)); and diased on an informational asymmetry
between a principal (employer, creditor, etc.) and an a@eatker, borrower, etc.) (e.g., Arrow
(1973)). There are many papers in the literatures on digcaition that have followed the sem-
inal contributions of Becker (1957) and Arrow (1973). Segefr(2002a) for a recent review of
theoretical models of discrimination in the economicgéitare.
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low”.® However, let us now go one step further and endogenize thisioledo
acquire human capital. Given that blacks expect to be catsgbas “black”, they
have less incentive to invest in high levels of human capitade such investments
are under-appreciated by employers. Hence, this can ldad/&v investment rates
in human capital by minority group members. So, in the end nekug with more
“black-low” types in the black populatioh.

The idea of a feedback from discrimination to human capiastment is well-
developed in Lundberg and Startz (1983), who build off otdmination due to
racially biased tests (a type of bias analyzed by Phelps2))9As such feedback
effects are well understood, we will contain our analysig@®cognitive model.

Example 2 Social Interactions and Expected Utility in the Labor Markxample

There are two key pieces missing from Example 1. First, whypeople keep

track of race at all? Second, why does the decision maker twazdtegorize in a

manner that minimizes the total variation? A straightfadvaxtension of the above
example provides answers to both of these questions.

Suppose that there are two types of interaction in an empolie: “social”
and “economic.” For social interactions, correctly assggsa person’s race or cul-
ture is important, while in economic interactions the huroapital attribute is the
most relevant. Consider the following thought experim&uppose the employer
has past objects categorized as in the first example. Theogerghen meets a new
object in either a social or economic setting. The probihdf it being a social
setting is denoteg@s and the probability of it being an economic settingis® The
employer then matches the new object most closely to a aategbis might hap-
pen in any of a number of ways, which are all equivalent forghgooses of this
example. The employer might match this object to the categtbich contains the
most objects of this type, or to the category whose vectoverfage characteristics
is closest to this object. Once the object is matched to ayoatethe employer’s
prediction of what to expect is made based on the averageaierpe from that
category in the past. The payoff to the employer from theraaton depends on
how closely the employer’s prediction matches the actugatpweighted by some

31t is not clear that one benefits from being over-estimateuer@ are two reasons. First, one
may be thought to be overqualified for a particular job. Selctimere are cost to being assigned to a
job that is above one’s level of expertise.

“More generally, the effects of coarse sorting depend on dhnéest. For instance, one might
have a “Kennedy Coattail Effect” where being categorized dsennedy” leads to certain percep-
tions about one’s political capital (thanks to Colin Carmméoe this example).

SWe don't need to have these sum to one, as it may be that sotirgsedre both social and
economic.

http://www.bepress.com/bejte/vol8/iss1/art6 6
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factor which captures the marginal impact of a correct \&isgorrect prediction
on the employer’s utility.

Let us make this more concrete by revisiting Example 1 in sdatail. LetVs
be the marginal utility of a correct (versus incorrect) pecadn in social setting,
and letV; be the corresponding marginal utility in an economic sgttihan object
has attribute$0, 1) and is matched to a category with average attribéte), then
the prediction will be have an error in distanlgen the social dimension and 0O in
the economic dimension. In that case, the payoff Woulc%‘hseif it turns out that
this is a social interaction and would bg if it turns out that this is an economic
interaction. Based on this, we can develop the followingeexgd utilities for the
two most pertinent categorizations from Example 1.

First, consider the expected payoff to the “race-basedgmization (i.e., the
categorization in which the employer assigns whites toediffit categories than
blacks, and then subdivides whites into different categgooy human capital). The
expected utility is

Next, consider the expected payoff to the “human capitalégarization (i.e. the
categorization in which employer assigns high human cpipes to different cat-
egories than low human capital, and then subdivides onesaftb human capital
levels into different categories by race). The expectddyis

PeVs(50+45(.9) + 5(.1)) + peVel00= psVs91+ peVelOQ

Thus, sorting by human capital is better than the sortingdme rif and only if
peVe > 1.8psVs. Therefore, the expected economic payoff needs to domthate
expected social payoff by a factor of almost two in a situatiath numbers as in
this example, before it becomes worthwhile to sort prinydrdsed on the economic
attribute.

We are now poised to answer the questions posited at therbegiof this
example. First, categorization and memory are used for rzeshg. If keeping track
of race is useful in one venue of one’s life, it can have spdls to other venues.
Second, ifpsVs is similar to peVe, then minimizing the variance is equivalent to
maximizing expected utility.

Let us make one last remark about the example. There arespmifie had if one
employer is able to overcome their categorical bias whitet do nof. The ques-

5There is substantial experimental evidence that indiviltemd to keep track of other’s race.
See, for instance, Hart et. al., (2000) and Phelps et. &0QR though there is evidence that this
may be context dependent (see Wheeler and Fiske (2002)).

’But note that non-discriminating employers may need todwfrom a discriminating banker
who might view a diverse workforce as having lower humante&pihus, profits from overcoming
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tion is whether there are sufficiently many employers whaome such cognitive
bias to give incentives to minority group members to makeiefiit investments in
education and human capital. This point mirrors that dexesdicby Becker (1957)
in a model with tastes for race. If there are frictions in tharket, for instance
any search costs in finding employment, having some unbiasgdioyers around
might not be sufficient to induce efficient investment in hancapital by minori-

ties. A few cognitively biased employers could tilt hirimgfavor of majority group

members.

Example 3 Beyond Cognition: A Marketing Example

The categorization of objects into different groups arises variety of areas rang-
ing from computer science to marketing. Understandingnoglticategorizations
and how minority objects are grouped, potentially has iogtlons in such applica-
tions as welf

Consider an advertiser who will producedifferent advertisements. A con-
sumer is represented by a list of attributes, possibly giolg demographic infor-
mation, tastes, consumption patterns, television watchahavior, price sensitiv-
ity, etc. Suppose the advertiser organizes the consumers tategories to mini-
mize the total of within category variation. Based on prgpets from the different
categories, an advertiser might then adjust its messagestacbmmunicate or sell
its product, to the extent that it can target its messagedoisp categories. While
this description is very superficial, it is still clear thaetpotential for the model
extends beyond cognition.

400 | 200 | 1| 100] 100

a categorical bias are not so obvious.
8Thank you to Josh Angrist and Tom Palfrey for, independeptinting this out.
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Consider a situation whereis three and there are also three different attributes.
Thus, there are 8 different types of consumers. Supposehibia exist 400 con-
sumers with attributes (1,1,1); 400 with (1,1,0); 4 withO(1); 4 with (1,0,0); 100
with (0,1,1); 100 with (0,1,0); 1 with (0,0,1); and 1 with Q0Q), as in Table 2. The
first attribute can be interpreted as gender, the secondraarhgapital, and the
third as race. So, there are 400 male, high human capitagosf &, etc. In this
situation, it is straightforward to see that the advertigdrcategorize as follows.
Place (1,1,1)'s and (1,0,1)’s in one category; (1,1,0)d én0,0)’'s in the second
category; and all (0,-)’s in the third category.

There are several interesting things to note about thigoatmtion. First, race
is ignored in the categorization. That is, assignments tegoaies would be the
same if that attribute were eliminated from the example dete}y. This is due to
the very small number of consumers that have race attrilmjutalé¢o zero. Adver-
tisers don't find it useful, with limited resources, to digfuish consumers based
on this attribute. If instead, the advertiser had five categpthe optimal sorting
would involve some differentiation based on race. This jgnes a discussion of the
endogeneity of the number of categories, which is sometthiagwe return to in
Section 7.

Second, the interpretation of the model is quite differearehfrom the cogni-
tive discussion in the previous examples. Here, the adezrtiot only sees all of
the attributes; but might also be fully cognizant of them abte to understand
and process them. It is the limitation in available advertients that leads to the
categorization. This is in contrast to the earlier examplbere the potential em-
ployer observed all attributes, but because of limited dogmabilities stored and
processed the information in a boundedly rational fashion.

3 A Model of Categorization
A. THE BASIC BUILDING BLOCKS

Categories

C={Cy,...,Cy} is a finite set of categories. These categories can be thafight
as “file folders” in our decision maker’s brain that will beefisl for the storing of
information. While the reasons behind the use of categaresot yet completely
understood, there are theories based on the efficiency maigg@nd retrieval of in-
formation (much like the organizing of a file system on a cotapuas well as speed
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in being able to react Effectively, this is a bounded rationality story in whicletie
are both costs to storing details of past interactions aha/deén activating stored
information based on how finely it is stored. We take the nunolbeategories as
given and discuss endogenizing this number in Section 7.

Objects

O is the finite set of objects that are to be sorted or encout8reThese will
generally be the agents with whom our decision maker migktaat, such as the
workers they may hire or have hired if they are an employerskiéild emphasize
that an object is not simply a physical object, but is in dffeparticular experience
or view of an interaction. Thus, a number of different int#i@ns with the same
person under different circumstances would be viewed & dift objects. Further,
an object might also be a vicarious interaction, such asivig@& movie or a news
report, rather than a direct personal interaction.

Attributes

There is a finite set of attributes. Letbe the number of attributes. Attributes are
the easily identified traits that may be possessed by an tojeEhese might be
race, sex, hair color, nationality, education level, whschools they attended, their
grades, age, where someone lives, the pitch of their voice Defferent attributes
might be observable in different situations. If | meet somem a cocktail party

| might see some easily observed attributes, and not obsemwe such as their
grades, work experience, etc. In contrast, if | am interungwthem for a job, | may
observe their transcripts and resume, but may not know wehétiey are married
or like to bike ride. For simplicity in our modeling, we asseithat each object has
the same set of observable attributes, but the model is \z=iyealtered to allow
for the more general casé.

9Rosch (1978) is perhaps the most precise. She argues thahisuare searching for “cognitive
efficiency” by minimizing the variation in attributes witheach category for a fixed set of categories.

10Generally, a decision maker will have had a finite set of epees. We can allow the set of
potentially encountered objects to be infinite without anynplication, but need to be careful in
defining variances in situations with infinite sets of expeces.

1In the psychology literature the term attributes oftennete the association of a given cate-
gory with a series of different possible behaviors or otheracteristics (Hamilton and Sherman,
1994; Hamilton, Sherman, and Ruvolo, 1990; Stangor and,F#82; and Stangor and Lange,
1994). Here we separate readily identifiable attributesl usefirst activating a category, like
“beakn™wings,’etc., with those things such as charast@s or behaviors that we might try to
predict, like, “is difficult to catch,™is frightened of caf'etc. This distinction is somewhat artificial,
but will be very useful from our perspective.

12Simply extend the range of th@ function, defined below, to have a 0 possibility on various
dimensions that mean that the dimension is not observedrimstof sorting, there are many differ-
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Let 6: O — {0,1}™ denote the function, written g (0),...,Om(0)), which
describes the attributes that each object'iaBor instancefy(o) = 1 means that
objecto has attributek. More generally,6c(0) = .7 would indicate that objeat
has some intensity (.7) of attribuke If, for instance, the attribute is “blond,” then
this might be a measure of “how blond” the person’s hair ig. $amme attributes it
might be thatfi(o) € {0,1} (for instance gender), but for others the possession of
an attribute might lie between 0 and 1. There are some atstibat come in many
flavors, such as race or ethnicity. These can simply be cogled\yng a dimension
for each race. Then if a person is coded as having a 1 in thieuaér'Black,” they
would get a 0 in the attribute “Asian.” This also allows foetboding of mixed
races, et¢?

Categorization

The basic building blocks above are simply descriptiondapécts. Once an object
is encountered, then it is stored in memory by assigning @ ¢ategory. For sim-
plicity, we will assume that each object is assigned to just category, although
we realize that in some settings this is with some loss of igditye

Let f : O — C denote the function that keeps track of the assignment d¢f eac
object to a category, wherg(o) = C; means that objeab has been assigned to
categonyC;. This is how objects are stored in the decision maker’s mgmor

Prototypes

Given some set of objects that have been categori@ednd a categorizatiof,

the decision-maker will find it useful to capture the essesfca category through
a prototype This is essentially a representative object. Prototyperh (Posner
and Keele, 1968, and Reed, 1972) was designed to show thalepzreate a repre-
sentation of a category’s central tendency in the form ofaiqtype. A prototype,
according to this view, is judged to be prototypical of a gaty “in proportion to

the extent to which it has family resemblance to, or showslapping attributes
with, other objects in the category” (e.g. robin shares tighdst number of fea-
tures with other birds). More generally, a prototype for gegary might also be

ent ways to treat unobserved dimensions - simply ignoriegitiivorks, as well as imputing some
average value, or trying to estimate them based on pastiatiores with other dimensions.

130f course, the range @ can be easily extended to the continuj@yt] .

140ne way to handle relative differences in importance wittatering our model is simply to
code important attributes a number of times. So, for ingaimcour leading example, if we code a
vector of attributes as (race, human capital, human capitahan capital), then the type of a black-
high becomes (0,1,1,1). Here race becomes relatively hegsriant in the optimal categorization.
What this might miss is the context-dependence of attréb(dee, for instance, Fiske (1993)).
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developed in other ways, for instance through some statstier than mode, such
as min if the decision maker cares about worst case scen&iesry natural pro-
totype of some category is simply the average across atrimctors of objects in
the category?®

For some group of objects let the mean attribute vector be given by

8(0) = 200 W

Let us emphasize th#(O) is a vector: the average of the attribute vectors of all
the objects irD. The mean of a categof§ under a categorizatiohis then simply

_f —
6 (C) = 8({o: f(0) =G}). (2)
For now, let us think o§f (Gi) as being the prototype for categdZy although this
is not essential in what follows.

Prediction

Now let us suppose that the decision maker faces an objecinaistl choose an
action from a set of actioms. One can think of the object as a worker, and the deci-
sion is whether or not to hire the worker. Let us also suppusthe decision maker
has experienced some of the actions with past objects and bategorization of
past experiences in place.

DefineU (a, 8) as the utility that the decision maker obtains from usingoact
a against an object with attributeéd When confronted with objeat, the deci-
sion maker’'s mind calls up some categdip). This might be done by comparing
the given object’s attributes to the prototypes of différestegories until a closest
match is found. There is substantial experimental evidénaewhen faced with
an object or person, a person’s brain “automatically” atég a category that, ac-
cording to some metric, best matches the given object (artiinas context) in
questiont® Then the expected utility of taking acti@when faced with objeat is

EU(a,0) =U(a,8(f(0)). (3)

15In our model, we are careful to use the term “prototype” fa thpresentative of a category,
rather than the term “stereotype”. There is evidence thdividuals can identify a “stereotype” for
a given vector of attributes that will be common to otherwidlials, even without having that as
their own belief. So, a stereotype might be thought of as kngwomething about other people’s
categorizations and prototypes. See Hilton and Von Hidiei96).

1®For example, see Allport (1954), Bargh (1994, 1997, 1998yfews on the automaticity of
categorical thinking, and Dovidio et. al. (1986) for somelad experimental evidence. Note that
under automaticity subjects are often not even aware of theegs, much less the biases that are
inherentin it. The precise process by which such matchimggde is not completely understood at
present based on what we have seen in the psychology literafor example, see Sternberg and
Ben-Zeev (2001), Chapter 3.
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The decision maker calls upon past experiences as a guidaddicting future
payoffs in a boundedly rational manner. The decision maleavy an object only
through the prototype of the category that the object istifled with.1’

Measuring Variation

Let us begin with an initial set of objects that our decisioaker has interacted
with in the pastO. The decision maker has categorized these according to some
f. In some situations it will be useful for us to think about aptimal” method of
categorization. There are many possible ways to do thisywangdick an obvious
one. We define an optimal categorization as categorizinggigscts in a way to
minimize the total sum (across objects) of within-categasiance.8 In order to
do this, we need to be explicit about how variation is meakure

First, letd be some measure of the distance between two vectors ofudisib
It can make a difference how one keeps track of the distanwecka two attribute
vectors. In some situations, it will be easy, natural, arlegbstto use the “city-
block” metric (1 norm). That is, when comparing two vectors, one simply looks
at how far apart they are on each dimension and then adds agsadimensions.
Another natural measure of distance would be the Euclideaimienwhich mea-
sures the magnitude of the vector difference. It has bearedrfpr some time that
when the attributes of objects are obvious or separabléaspageometric models
should be constructed using the city-block metric rathanth Euclidean metric
(Arabie, 1991; Attneave, 1950; Householder and Landaib1$hephard, 1987,
Torgerson, 1958). As will be clear, this choice will not harach impact on our re-
sults. Unless indicated otherwise, we stick with the cityek metric as it simplifies
the analysis.

1’0One can find many alternative methods for making predictiona given categorization. An
alternative to what we propose is an adaptation of casedlsgsion theory, developed by Gilboa
and Schmeidler (2001), to the categorical model. To seelttia functions: O — O keep track
of how similar two objects are. An example of a similarity &tion might be 1 minus the distance
between the attributes of the objec&p,0’) = 1—d(6(0),0(0')). A prediction, then, for what
utility one might expect from actioaagainst objecd can be made based dBU(a,0) = 3 ¢ fnew(q)
s(0,0')U(a,6(0d')). See also Jehiel (2005) for another approach, based onggemla the context
of game-theoretic decisions.

18There is evidence that the storage of information and thegeaization structure is quite dif-
ferent in young children during their “developmental sgigban when they are adults (see Hayne,
1996, and Quinn and Eimas, 1996). While understanding thelolement of categories is an im-
portant question, we focus on the “end” categorization utitke presumption that it has been con-
structed in some approximately efficient manner.
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Let the variation of a group of objects simply be the total afrdistances from
the mean: B
var(0) = 5 d(8(0).8(0)). (@)
oc

The total sum of within category variance under a categbaad is then simply
summing the variation across the categories of objects:

Var(f,0) = Z Var({o: f(0) € G}). (5)
GeC

An optimal categorization functiorelative toO is a categorizatiorf* that mini-
mizesVar(f,0).19

When is Expected Utility Maximization Equivalent to Varian ce Minimization?

Let us comment on why minimizing the variance is a sensibjeative, and how
this relates to expected utility maximization.

A possible goal of the decision maker is to use their categtian to form ac-
curate predictions for expected future interactions. A geess at the distribution
of future interactions is based on the frequency of pastactens. Similar to Ex-
ample 2, let an attributke be relevant for a decision with probabilify and letVy
denote the marginal utility benefit of a correct (versus inext) prediction. A cat-
egorizationf, which maximizes expected utility is then a solution to thetpen?°

maxy. Z PV [1—d (6k(0), Bk (f (0)))]

Without loss of generality, let us code the attributes so ttap,Vyx are similar
acrossk. This can be done by coding attributes a number of times thattoigor-
tional to this weighted utility. For instance, pf\Vy is twice as high for one attribute
versus another, then we can include two entries of thisattiin our vectors for
each coding of the other attribute. Once this is done, therablove maximization
problem is equivalent to the minimization problem

mfin% Zd (6x(0),6k(f(0))),

which is precisely our objective function.

9There may be multiple solutions to this problem, but therigys at least one for any finite
set of objects.

2OHere we allow the decision maker to provide a predictioBgff (0)) that is between 0 and 1,
and the “correctness” of the prediction is how close thigithe true value, and the utility is derived
as a function of this distance. One could also require a 0 aedligtion, which would lead to a
different expression.
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4 A Categorization Theorem

We work with situations where there are fewer categories tigpes. This rules
out the degenerate case where each type of object gets itsategory. When
faced with a limited number of categories, a decision makkbe forced to assign
some different types of objects into the same category. Tksttpn of which types
end up grouped together has important implications, as we &laeady seen in the
examples in Section 2. In those examples, we saw that it veestiallest groups of
types that were categorized together. We can now develsjdiea more generally,
and show how the categorization model operates.

Optimal categorizations are sensitive to the number oivates, the relative
numbers of different types of objects, the number of caiegpand other features
of the environment. This makes the general results on a ctesization of opti-
mal categorization quite complex. The technical resultgtimal categorization
proceed in four parts. First, we prove that objects of thees&ype are always
put in the same category. Second, we provide a proposit@nstiates necessary
and sufficient conditions for sorting four homogeneous gsoof objects into three
categories. Third, we state a theorem that provides a desization of optimal cat-
egorizations. Our last result provides sufficient condsior complete segregation
of a minority group under a categorization.

Let us begin with a lemma that is important to the analysis.

Lemma 1 Under an optimal categorization, objects of the same tygeaasigned
to the same category whenever there are at least as many agpeategories!
That s, if6(0) = 8(0d'), then f;(0) = f{(0).

Proof. See Appendixa

On the surface, this lemma may seem obvious, but it takesda pioof. The
difficulty is that grouping objects of the same type togettaarlead some categories
to be quite full and others much less so. In cases where abodes contain
objects of a variety of types, one could imagine that equrgigize might help with
variance. Lemma 1 shows that this is not the case, and so aneasl with blocks
of objects that are all of the same type. This makes the fortiieg analysis much
easier.

Before we present results that help understand optimatjcagations, let us
mention some significant hurdles. The first is a relativeljiobs point that implies
that simply having more experiences will not necessari§dléo more accurate
assessments; a scaling lemma.

21In the case where there are as more categories than typesdhe type might occupy more
than one category.
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A k-fold replication of a set of object® for some integek > 1 is a sef0’ such
that for everyd € {0,1}™

[{oe O :0(0) =0} =k|{oc O:6(0) =6}

Lemma 2 If O’ is a k-fold replication of O, there are more types of objebtsnt
categories, and f is an optimal categorization for O, thémsfan optimal catego-
rization where (o) = (o) wheneve(d') = 8(0).

This tells us that if we scale up a society, an optimal caiegtion remains un-
changed. The proof is straightforward, and therefore @uitBut even though it
is straightforward, the implications are important. Itdels that simply adding ex-
periences will not lead to more accurate decision makingambne also increases
the number of categories.

The next result shows something which is even more probierraterms of
characterizing optimal categorizations and understandecision making in the
face of categorization. The following example shows theteasing the size of only
a single group of objects can actually lead the categoomat shift in a way such
that the group is categorized so that it is further away friancategory’s prototype.
This, again, makes proving general results optimal caiegions elusive.

Example 4 Enlarging a group can lead to an optimal recategorizatioattputs it
farther from its prototype

Consider a setting with four different types of objects amd tategories. There are
four attributes.

The first type (type 1) of object has an attribute vectofGD, 0,0).

The second type (type 2) of object has an attribute vect¢t,@f 0, 0).

The third type (type 3) of object has an attribute vectof®1, 0,0).

The fourth type of object has an attribute vectof@fl,1,1).

Let us begin with the following numbers of objects: 70 of type,0,0), 160 of
type (1,0,0,0), 80 of type (0,1,0,0), and 28 of type (0,1,1,1

For these numbers, the optimal caterorization is to putatdjef types 1 and 2
together in one category, and objects of types 3 and 4 togetkiee other category.
The objects of type 1 are at a distance of .696 from that categprototype.

Now let us increase the number of ojbects of the first type fid@o 90, and
keep all other things exactly the same. One would at least biogtt since the only
change is an increase in the number of objects of this péati¢ype, that those
objects would benefit, or at least not suffer, under the netiv@b categorization.
In particular, one would hope that they would end up categarin a category that
has them closer to their prototype. This would happen, fstaimce, if the optimal
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categorization did not change, as they would be a largeeptage of their category
than before, thus bringing the prototype closer to theneselv

In contrast, the new optimal categorization makes the ¢bjgbose group has
grown worse offl The new optimal categorization is to havgots 1 and 4 together
in one category and objects 2 and 3 together in the otheragtdg particular, type
1 objects are now at a distance of .712 from their proto8fpe.

This example shows that as we change the composition oftsbjgategoriza-
tions can change in quite unprectable ways. This meansé¢hator under optimal
categorizations can be quite volatile. It also shows thatetlis no hope to derive a
simple characterization of an optimal categorization, tad it will be impossible
to derive simple comparative statics about how a group eiltreated as a person
gains more experience with that group.

While such examples mean that optimal categorizations eaguiie tricky to
work with, there are still some results we can deduce whenuwtetpong restric-
tions on relative numbers and attributes of groups. Let usttusome such results.

0, 0,

0,u0,

0,u0,

I, n,

Let us say that a group of objects is homogeneous if all objeate the same
vector of attributes, and heterogeneous otherwise. Th& is homogeneous
o€ Oando € Oimplies thatd(o) = 6(d’). Ois heterogeneou$there existo € O
ando’ € O such thatB(o) # 6(0').

22The variation is calculated under the city-block metric #r@numbers are as follows. Dt
denote the total variance coming from a categorization egyes andj are in one category and
kand/ are in another. And le¥;j, , denote the total variance coming from a categorization eher
typesi, j, andk are in one category andis in its own. With the original numbers these variances
are. V12,34=222, V13,24=340, V14,23=227, V1234=227, V1342=267, V1243=271, V2341=279. When
the number of type 1 objects increases the new varianced/grgi=240,V1324=360,V1423=235,
V1234:252,V1342:290,V1243:287,V2341:279.
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Consider four groups of objec@;, O,, O3, andO4 with corresponding cardi-
nalitiesny, ny, N3, andny. Suppose that we have categorized things so@iand
O, have their own category andz andO4 are grouped together. When would we
do better by re-categorizing so that we split@pandO, and instead puD; and
O, together? The answer is given in the following proposition.

Let hjj be the number of attributes on which two (possibly hetereges)
groups object®; andO; differ at all (which may even be 0).

Proposition 1 Consider four different homogenous groups of objecis@, Os
and Oy, with corresponding cardinalitiesinny, nz, and ry.

Var(O3U0O4) > Var(0O1U0Oy)

h 1+1 >h 1+1
4\ 1 T 2\ )

Proof. See Appendixa

To paraphrase Proposition 1, suppose that we have four gmfupbjects and
we want to know which two groups, when put together, will tesuthe smallest
total variation. The two groupsand j which minimizer;iil"zijj , are the best ones to
put together.

Rather than hav®; and O, assigned to their own categories afd and O4
lumped together, it is better to split Ups and O4, and instead pu©; and O,
together provided:

if and only if

e the sizes 0©D; andO» are relatively small (so, this gives a IaréleJr n—lz) :
e O; andO; are fairly similar in their attributeslt;» is small), and

e O3 andQq are relatively large and so it is optimal to assign them tar than
categories (s¢t + ;= is small).

Let us return to Example 1. Suppose we started with a categjwn f where
we assigned black-high and black-low to their own categoaled assigned all
whites to the same category. In the notation of the theo@myould be the black-
high types withn; = 5; O, would be black-low withn, = 5; andO3 would be all
white types withnz = 90, and the splitting of low types int©3 andO4 being ac-
cording to the other attribute, human capital. Sgjs white-high withnz = 45 and
Oy is white-low withng = 45. Here, sincégs=h;p=1andi +1 > L+ L then
it is optimal to categorize the blacks into one category apmhgate the whites into
two.
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Proposition 1 is useful and transparent, in part, becauseewealing explicitly
with homogeneous groups of objects. Our main result, wiactdted next, relaxes
this assumption and provides a fuller characterizatiorptihwal categorization.

For an arbitrary (possibly heterogeneous) group of obj€gtdet n'k+ be the
number of objects i©; with 6¢(0) =1, and IemL‘ be the number of objects D,
with 6¢(0) = 0.

Theorem 1 Consider groups of objectsiQ0Oy, ..., O;, with J> 2, and suppose
that we must combine two of these groups. The two groups that wombined
lead to the lowest total variation summed across these grampany two that lead
to the smallest factor: . .
Sk me —m )2
nin; (ni + nj)

(6)

Proof. See the Appendixm

Our results provide some structure for which groups of dbjeenakes the most
sense to lump together in the same category. This stopsdaraftproviding a full
description of what an optimal categorization looks lik&isTis a hard problem.

Yet, taken together, these theoretical results suggest@esalgorithm for cate-
gorical thinking based on applying Theorem 1 iterativebar8by assigning groups
to different categories until one is faced with more heter@pus groups than cat-
egories. Then, group together the two that produce the egtafariation based on
the groups currently faced, and continue in this mannet alhtbbjects are sorted.
Of course, decision makers will likely want to reoptimizeithcategories at some
point. There are various possibilities for how a decisiokenanight act over time,
and one possibility is that with some costs of reoptimizgteodecision maker might
continue down a myopic path of categorization with periagigptimizations. At
a basic level, this heuristic algorithm for categoricaltpgessing information has
deep intuition. It is not clear how optimal the algorithm Mae, or whether more
efficient algorithms exist. It certainly will be history depdent, which provides
another consideration for cognitive-based discrimimatio

Categorization with Equidistant Objects

As the optimal categorization in the general case can be gaiplex, we examine
a salient setting that allows us to develop precise results.

Consider a situation where #(0) # 6(0') and 6(0) # 6(0”), thend(o,0') =
d(o,0”). Thus objects that differ are at the same distance from oonan

We begin by analyzing the following question. Consider aistexg catego-
rization f. Suppose that the decision maker is faced with a new groupjetts

Published by The Berkeley Electronic Press, 2008 19



The B.E. Journal of Theoretical Economics, Vol. 8 [2008], Iss. 1 (Contributions), Art. 6

Onewthat are identical and differ from the existing objectshé hew objects are to
be put into a category, without changing the categorizadiothe existing objects,

which category should they be put into in order to minimize #ariance of the

new categorization? The answer is obvious if there is an yogiegory, so let us

consider a situation where the existing categorizatiosaaly has objects in every
category.

The answer to this question is the following. Lgtrepresent the number of
objects already assigned @ under the existing categorizatidn andVar(f,C)
the variance of objects already assignedCio Let npew be the number of new
objects.

Proposition 2 In the equidistant world, in order to minimize the variandaaat-
egorization, without changing the categorization of poes objects f, a new group
of objects should be placed in the categoryi@t maximizeém“:{f%.

This suggests that the new objects should be put into a sneaipghat has high
variance, or essentially a group that has a high ratio oawae to its size.

Proof. See the Appendixm

5 Categorization and Minority Groups

The previous section provided a detailed model of categbam in decision mak-
ing. We now illustrate it by analyzing categorization in firesence of a “minority”
group. This is a development of the example in Section 2, bustriates in more
detail some of the issues that arise and assumptions thateaded to conclude
something about the categorization of minority groups nganmerally.

Consider a decision-maker facing a finite set of obj&xtd~or simplicity, we
shall also assume that every type of object has at least pnesentative i©. That
is, every possible vector of 0’s and 1’s exists in the popatatThis is easily relaxed
but leads to complications in the proofs.

Minority Groups

Let us now define what a “minority” group is. Consider a setlgjeotsO and some
attributek with respect to which we are defining a group. That is, supfusewe
are interested in the group of objects that have attriBite) = 0.2 This might be
race, or say left-handed individuals.

23The definitions have obvious analogs for a group of object#iyattributed, = 1.

http://www.bepress.com/bejte/vol8/iss1/art6 20



Fryer and Jackson: A Categorical Model of Cognition and Biased Decision Making

A group of objects having attribute= 0 is aminority groupof objects inO if
for every0_y € {0,1}™ 1

#{oc€ O] 6(0) =0andb_x(0) = 0_x} <#{o€ O| 6(0) =1 andb_g(0) = 6_}.

The definition of minority group requires that whatever tygeobject having
that attribute are in a smaller number in the population thigjects with the same
type except for not having that attribute. For instanceysesuppose that there are
three possible attributes, so that the attributes of arcohje represented by vectors
(0,0,0), (1,0,0), (0,1,1), etc. Moreover, suppose that the first attribute we are
interested in, so we want to check whether the populationbgdas of the form
(O,:,-) is a minority population. The definition requires that #hare fewer (0,0,0)’s
than (1,0,0)’s; fewer (0,1,0)’s than (1,1,0)’s; fewer (Q)Is than (1,1,1)’s; etc.

A strict minority groupof objects inO is such that

rra)ax#{o € O] 6¢(0) =0 andb6_x(0) = 0_y}
< rgin#{o € O| 6¢(0) =1 andb_g(0) = 6_g}.

The definition of strict minority group is even stronger. ikams that every type
of object that falls in the minority group has a lower freqogi the population
than any type of object that falls in the majority group. Gpbrack to our exam-
ple from above, it requires that there are fewer (0,0,0)tfl,0,0)’s, (1,1,0)s,
(1,0,1)'s, and (1,1,1)’s; and the same for (0,1,0) and sthfofhis really requires
the minority group to have fewer members of every type in@gfrsense.

While the definition of strict minority group is demandingdp in mind that this
will be in reference to the set of objects that a given obsemiéhave encountered.
In many cases, this set may have strong selection bias¢sethdt in seeing more
objects with certain attributes than with others, as thenkes will generally not be
seeing a random selection of objects.

Segregation of Strict Minority Groups

In order to establish a result analogous to that of the examgbection 2 we need
some bounds on the relative frequencies of different typés Within the minority
group and across the minority and majority group. For atstniaority group, let
the external raticof the group be denoted
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_size of smallest group of majority objects
~ size of largest group of minority objects

in symbols,

_ ming_ #{o€ O] (o) =1andb (o) = 6}
~ maxg_ #{o€ 0| H(o) =0andb_x(0) = O_}

e

The external ratio keeps track of how large the smallestmuadumajority objects
(in terms of type) is relative to the largest group of minpjects. This will
always be a number greater than 1 for a strict minority, andgga rough idea of
the extent to which majority members outnumber minority rhers.

Let theinternal ratioof the group be

. size of largest group of minority objects
' ™ Size of smallest group of minority objeéts

that is,
_ maxg_ #{o€ O] 6(0) =0andb_(0) = 6k}

~ ming_ #{0€ O] 6¢(0) =0 and_(0) = Oy}

This is a similar ratio except that it keeps track of how latige biggest group of
minority objects is compared to the smallest group of misyarbjects. This might
be thought of as a very rough measure of heterogeneity of therity population.

If it is close to 1, then the minority group is divided into edjy sized subgroups
of every possible type. If this ratio becomes larger themetfage some types that
are much more frequent and some that are less frequent initfegity population.
In our discrimination example, the external ratio— %5 =9, and the internal ratio

H=5=1.

r

Corollary 1 Consider a set of objects that are optimally categorizeda #trict
minority group defined relative to an attribute k has extéraad internal ratios
that satisfy e(2—r) > 1, and the number of categories n satisfies:

number of categories 7 1

1 —
- number of types >8 number of types

then minority objects are strictly more coarsely sortedrtmaajority objects; and
in particular

e Objects are segregated according to attribute k (objeabsnfithe minority
group are never placed in a category with any majority olggcand
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e Mmajority types are perfectly sorted (any two objects fromriajority group
that are in the same category must have the same type).

Proof. See Appendixa

Corollary 1 provides sufficient conditions for a completgregation of minority
objects from majority ones, and more coarse sorting of theonty group. The
very strong conclusions of this result require very strongditions. Clearly we
need more categories than the number of majority typesjrequhat the overall
ratio of categories to types exceéd To get such a clean sorting we need even a
much higher ratio, approachir@ While the proof is fairly complicated, some of
the intuition is already conveyed in the example in Sectian@ the proof works
through the challenges posed by the added dimensions iifudéts. Rather than
detail the proof, let us simply outline the role of the diffat conditions in the
corollary and why they are useful.

First, the strictness of the minority group overcomes thebj@m that some
less frequent types might be grouped together regardletsge ahinority/majority
characteristic. Most importantly, depending on the reéafrequency in the two
populations, the grouping could take some forms that coetlie types from the
groups in different ways so that an unambiguous charaet@izis no longer pos-
sible. Next, the bounds amplay a role as follows. Ihis at least 2, then each type
has its own category so the categorization is degeneratés tbo small, then it can
be that various majority group types are grouped togetheretisas minority group
types. For instance, it might be that (1,1,1)’s are groupighl (&,1,0)’s, while under
the minorities it is the (0,1,0)’s are grouped with (0,0s0)rhe comparison of how
they are grouped is no longer unambiguous. Interestingly, tands towardizazm
(the lower bound am becomes large), minorities are grouped in fewer and fewer
categories, while the majority continues to be perfectigesh There is an inter-
esting implication of this analysis. To the extent that tlwnber of categoriea
correlates with some measure of “intelligence” (there islimect evidence on this)
we would expect agents with lower “intelligence” to be makely to think of mi-
norities as homogeneous. Finally, the internal and exteatias are also important
in ensuring that the majority types each are assigned to algi category, for the
same reason as mentioned above.

The condition that there b@as many categories as types is one that might often
be violated. The Corollary is merely meant to be suggestinkta give an idea of
how it is that categorization can lead to a different treattho minority members.
This also shows the tractability of the model of categortmat More generally,
one can expect the categorization to be more ambiguous anplew, as there are
likely to be differences in the types one observes acro$srdiit populations. For
instance, there are more blacks than whites attending-tityepublic schools in
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most U.S. cities. Nevertheless, the basic insight thatlemgidoups will tend to be
more coarsely sorted in some rough sense carries througte aan see through
applications of Theorem 1.

6 Evidence on Racial Differences in Facial Recogni-
tion

There is an impressive literature on racial and ethnic iiffees in facial recogni-
tion.2* The terms “cross-race recognition deficit,” “cross-radeaf’ and “own-
race bias” all describe the frequently observed performateficit of one ethnic
group in recognizing faces of another ethnic group compuaiigid faces of one’s
own group (see Sporer 2001 for a detailed review). In othedsid'they all look
alike to me” is a reasonable caricature of how members of ooepgcategorize
another.

9 W
8 —
B
7
6
5 I i
Blacks Whites

Own-race bias in the recognition of facial stimuli is obssrwhen two factors,
ethnic group of participant and ethnic group of stimulusfanteract significantly
in the expected direction. Ideally, the interaction can tesented graphically as a
complete crossover. Namely, both ethnic groups recognazmlmers of their own

24We thank Andrew Postlewaite for suggesting this line of ingu
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better than members of other ethnic groups. Figure 2, ertidcom Devine and
Malpass 1985, is one such illustratiéh.

This data is consistent with predictions of our model to tkteiet that individu-
als interact more frequently with members of their own riagraup. Our model of
categorization predicts that individuals with maméer-group contact will be better
at distinguishing subtle features about other groups thdiniduals with less inter-
group contact. There is substantial evidence in this re(sae Sporer 2001, Table
2). As Meissner and Brigham (2001) report:

“Several studies demonstrate that adolescents and afligieg in in-
tegrated neighborhoods better recognize novel otherfaages than did
those living in segregated neighborhod8s.

An interesting study testing the relationship betweenacnwith other groups and
facial recognition is Li, Dunning, and Malpass (1998). Thleynonstrate that white
“basketball fans” were superior to white “basketball n@gtin recognizing black
faces. The idea is that basketball fans watch the Nationsk&ball Association
games on a regular basis, which provides frequent exposwikatk faces, given
that a sizeable majority of the players are black. Partidipavere black and white
men and women. They were presented with black and white faces video
monitor. The subjects were informed that they would be teste their ability
to recognize the faces viewed. Performance of baskethadl feho were white
was indistinguishable from blacks in their ability to reote black faces, whereas
the white subjects who were not basketball fans performedsanificantly worse
level, while there is no such difference in the ability toagnize white faces! Inrec-
ognizing white faces, there was no difference between Iblagkéans and novices.

While this evidence does nptovethat our model of categorization is correct,
it is certainly consistent with its predictions. And, théuostness of the conclusions
of such studies across subjects and experimental desigmdtoy years makes it
hard to dismiss.

25Meissner and Brigham (2001) provide a detailed meta-aieaigtiew of the last thirty years
of literature investigating the own-race bias in facialageition. They review 39 research articles
involving the responses of over 5,000 subjects. There agwvatudies that fail to find a cross-race
effect. The overwhelming consensus among social psychstodowever, is that these effects not
only exist, but are quite large (Meissner and Brigham 2001).

26There have been several studies that replicate this find@ingsg et. al. 1971, Feinman and
Entwisle 1976).

Published by The Berkeley Electronic Press, 2008 25



The B.E. Journal of Theoretical Economics, Vol. 8 [2008], Iss. 1 (Contributions), Art. 6

7 Some Further Remarks

Toward a Theory of Identity

Many attributes that an individual possesses are actuctilyedly chosen, especially
those that are easily observed such as clothing, hair gatteps, etc. Given that
such attributes will be noticed by others, and often playla o categorization,
these choices are important and can provide informationsegrehls to others. In
short, we can view the choice of attributes as a choice otiyeand it is clear that
choosing one’s identity is an important economic decision.

Identity has been the subject of a wealth of research in kmpyo(Goffman,
1963) and psychology (see Ellemers, et. al., 2002, for awyiand a couple of
papers in economics. In particular, a recent paper by Akarid Kranton (2000)
shows how individual preferences relating to identity camenimportant implica-
tions for a wide variety of decisions. The model we have pthfin the previous
sections provides a tool for the study of identity, as we cawvdentity as self-
categorization

One obvious way in which the choice of identity might matteiin signaling.
This brings up a distinction between the questions of “Whad&hand “Who do |
want others to think | am?”. This is a distinction betweer-sategorization and
categorization by others; which are both related to idgAfitn terms of impression
management or signaling to others, the choice of attriboigt be viewed as a
variation on Spence’s (1974) famous signaling model.

Culture and Identity

Consider a stylized community. Each agent decides whetharést their time in
learning the local language and traditions or computer q@amoging. Investments
in computer programming are valued in the global labor ntarkbereas, the lo-
cal knowledge is only valued in the small local community.efts observe each
other’s investment portfolio, and can calculate the caood#l probability of any
agent being in the community in the future. Investments aal&nowledge yield
a relatively high probability of being in the community iretfuture, since it is not
valued elsewhere, and investments in computer programymnghdya relatively low
probability. Agents prefer to interact with those with whaney know they will
have a lasting interaction. One can then envision that ageatmore likely to want
to interact or cooperate with others if they observe sufficiavestment in local
knowledge (i.e. the likelihood of being in the community i@ tfuture is relatively

2’See Goffman (1959). We are grateful to Glenn Loury for paigtis to Goffman’s work.

http://www.bepress.com/bejte/vol8/iss1/art6 26



Fryer and Jackson: A Categorical Model of Cognition and Biased Decision Making

high). Agents face a tension between being successful igltieal labor market
and cooperating with their local peef.

Consider, a three attribute example where the unobsertrdaliée is one’s will-
ingness to cooperate in repeated play. Assume that thevalasattributes allow the
community to calculate the likelihood of any agent beinguabin the future. For
example, good computer programming skills and a low levdbcél knowledge
may imply that you are likely to leave the community. Hente, community will
not cooperate with agents who invest too much in computegraroming or too
little in local knowledge. The general point is that when ameeciding whether
or not to invest in a particular identity (albeit “ghetto’hlack bourgeoisie”, “white
yuppie”, etc.) they realize that this investment (in langgiaclothing, etc.) will
be used by their community to infer the potential payoff froepeated social in-
teractions with them. This does not depend on any compticedédéculations by
the community, but simply categorization of experiencdsusl coupling the mod-
els of categorization and cultural capital provides an axation of why particular
attributes are associated with particular communities.

Correlation in Attributes

When individuals choose an identity, “being from the sgéetbeing tough,” or
whatever, it is curious why they do not invest in just oneiladtie that signals their
type. Instead, they seemingly invest in extreme behaviéis: instance, when
choosing to be identified with “being tough,” an individuaayninvest in tattoos,
body piercings, clothing, language, attitude, hair stgel the like, instead of just
picking one attribut&® Why? An answer comes directly out of our model, when
there is sufficient heterogeneity in the population of obses.

As an example, suppose there are three decision makers, &)BC, who
believe that being tough is associated with directly oletaler attributes (1,1,0);
(0,1,1); and (1,0,1) respectively, based on their paswiddal experiences. By
associated we mean that they have some category with aypetot such a vector,
that also is a category where they have seen past “tough’vimehaGiven this
variation, if an individual were to choose an identity ofl(D), then s/he would
be recognized as “tough” by decision maker A. However, teigter differs intwo
attributes from the prototypes of each of B and C. So, it isegpossible that this
may not lead to a “tough” categorization by decision makem=nB C. If instead,
the person chooses an identity of (1,1,1), while not matgthie “tough” prototype
of any single decision maker, the person is witbireattribute of the prototype of
each. Thus, we might see attributes becoming linked. Nste #iat this reinforces

283ee Fryer (2002b) for a more elaborate discussion.
29This is casual empiricism. We have no direct evidence of this
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itself. As more hopeful “toughs” choose (1,1,1), more ofsiiag¢ypes will appear
and the categorizations will be further skewed.

These examples provide a flavor for the types of applicatimeutsare likely to be
influenced by our model of social categorization, but one thayk beyond these
to include such things as conformity, gang behavior, anthgot

Endogeneity of Categories

We have treated the set of categories as a given. We know frerdevelopmental
literature that this is not true of children (see Hayne, 138&l Quinn and Eimas,
1996). More generally, there may still be some flexibilitycategorization even
as adults. Effectively there is a trade-off between the fisrihat a new category
brings in terms of a finer sorting of experiences, and the ttadta new category
entails in terms of identifying new objects with categordesl searching across a
larger number of categories when making predictions.

We simply observe that there will be some interesting nomobanicities that
pose significant challenges for such work, and then leavenalysis of the endo-
geneity of categories for further research. To see such ammotonicity, let us
revisit our leading example once again. Under the sortinty Wiree categories
things are imperfectly sorted in terms of human capital WhHeads to inefficient
hiring and discrimination. If instead we actuatiecreaséhe number of categories
to two, the unique optimal categorization is then by humapitablevel. That is,
with only two categories the optimal sorting is to have afjthhuman capital types
in one category and all low human capital types in the othéis Teads to no dis-
crimination and efficient hiring.

Salience and Importance of Attributes

In our model all attributes are on an equal footing. It is clit some attributes
are more easily identified, that some attributes are moexaat for decision mak-
ing, that the importance of an attribute can be context-déget, and even that the
perception of attributes might be biased by an existinggmateation (see Rabin
and Shrag (1999)). One way to handle relative differencesportance without
altering our model is simply to code important attributesuanber of times. So,
for instance, in our leading example, if we code a vector vitaites as (race, hu-
man capital, human capital, human capital), then the ty@eldéck-high becomes
(0,1,1,1). Here race becomes relatively less importartaroptimal categorization.
What this might miss is the context-dependence of attrgutior instance,
Fiske (1993) has shown people tend to more finely categandigiduals who are
above them in a hierarchy and more coarsely categorizeithdils who are below
them in a hierarchy. To the extent that this actually profesrelative numbers
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of interactions, it is already captured in the model. Howet@the extent that it
reflects some relative importance of interactions, it isdiggctly accounted for in

our model. A way to adapt the model to deal with this is simiahandling the

relative importance of attributes, as we discussed abogktiRely more important
objects can be treated as multiple objects, and more imutartgects receive larger
weights.

Stereotypes

In our model, we have been careful to use the term “prototfqrethe representative
of a category, rather than the term “stereotyfeThere is evidence that individuals
can quite accurately identify a “stereotype” for a giventeeof attributes that will
be common to others or possibly even to a cultural historgnewvithout having
that as their own beliefl While this is a bit beyond our model - a stereotype
might be thought of as knowing something about other pespkttegorizations and
prototypes. While this makes it possible to view sterecsyg® prototypes coming
through some indirect or vicarious experiences, it seenpsitthem on a different
(meta-) level from prototypes and this explains our digtorcin the use of the term.

Testing the Model

While we have paid close attention to the laboratory evidenaconstructing our
model, it still puts enough pieces together that direcste$the model would be
of interest. In particular, whether less frequent typeskgécts are more coarsely
sorted, is something that could be directly tested to see¢hghesuch types of ob-
jects have more biased predictions associated with themreWered to the large
literature on facial recognition in Section 6, which proeegdsubstantial evidence
consistent with our model, but more tests are feasible.

In particular, an important implication of our model is nanply that less fre-
guent types of objects will have less accurate predictisss@ated with them, but
that they will have biased predictions associated with thésile the facial litera-
ture convincingly documents the relationship betweerriatgal contact and facial
recognition — they do not tests whether a lack of interactesults in individuals

30As with any term that has been used as much as stereotypetotyp®, there are many work-
ing definitions. We realize that the word “prototype” alsc lveorking definitions that differ from
what we have defined here. For instance, the term is sometisgsto identify certain objects as
“prototypes” if they seem to fit into a category more natyr#tlan other objects.

31See Hilton and von Hippel (1996) for an overview of some oflttezature on stereotyping.
Generally, prototype models are thought of as a particyfse of stereotyping, while we are arguing
that stereotypes might best be viewed as a different oldjacta prototype.
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reverting to the mean. A way of testing this effect is compgamman capital invest-
ment decisions by ethnic minorities in different locatiovigere their percentage of
the population varies from minority to majority, holdingd alse equal. Of course,
there are self-selection issues and endogeneity of popukatlocation that present
significant challenges to such an approach.

More indirect testing is also possible. To the extent thatdhs simply a taste
for discrimination, one might see similar levels of disdnation in, for instance,
whether or not one goes to a restaurant that employs blackensand whether
or not one chooses a black doctor from a medical plan. Our maaeild pre-
dict that to the extent that one has fewer experiences wattkidoctors relative to
black fast-food workers, the behavior might be very différeFurther, whereas a
taste-based model would predict that larger numbers okblaould result in more
discrimination — the categorization model has the oppgsieiction. Categorical
discrimination can also be distinguished from statistaiatrimination by exam-
ining to what extent observable skill levels matter. In owd®l, discriminating
behavior can exist even when skills are observable, whikatsscal discrimina-
tion model would not allow for such discrimination.

A New View of Role Models

Allen (1995) reports three different types of influencesadé models: (1) moral -
effects on preferences, perhaps through conformity effé2) information - pro-
vision of information on the present value of current dexisi and (3) mentors -
resources through which human capital can be augmentedt riskesarch, in eco-
nomics, is aligned with the informational repercussionsoté models®? In those
analyses the role model provides information that simitfpes have the ability to
succeed at a given task. In particular, it is future emusatano are learning from
the role model. While that may be an important aspect of amaldel, our analysis
also provides another new view of a role model: teaching dugstbn makers (e.g.,
employers) and not just the potential emulators. In esseniokack Supreme Court
Justice not only shows black children that blacks can oltterhighest ranking ju-
dicial appointment, but just as importantly it shows thisitajority group members
as well. Furthermore, because optimal categorizationmtgpen the frequency of
interaction (which comes with visibility and repeated arstes), our model makes
it easy to understand why Tiger Woods or the Williams’ sist@s role models)
have larger impacts on minority participation in particidports than Ken Chenault
(CEO of American Express) or Stanley O’neal (COO of Merrithich) has on mi-
nority business majors in college.

32See Chung (2000) or Jackson and Kalai (1997).
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Categorization and Social Policy

Social cognition and categorization are inextricably édk Because of this, preju-
dice and discrimination may be inevitable consequenceamtagnitive processes.
The resulting implications for policy makers and acadeamsiinterested in, for
instance, racial inequality can be complicated.

Given our model, it seems that a critical goal ought to begirgteng students
in a potpourri of races and ethnic groups early in life whileit categorization
structure is still flexible. Given the lack of housing intatjon among the races
(Massey and Denton, 1993), kids are significantly moreyikelonly interact with
others of their same race. In fact, Fryer and Levitt (forthawg) report that 35%
of white students attend a kindergarten where there areauk Istudents. Having
sufficiently many minorities in schools with other non-miiies might go a long
way in changing their categorization structures.

The categorization model also provides another pointedigtien. Minority
group members will benefit from congregating together. Thisonsistent with
interesting patterns of segregation by race and incomey@saented for instance
by Jargowsky and Bane (1991) and Massey and Denton (19938nhderstand this,
note that if minorities live in a location with a relativelgrge minority population
or apply to schools, firms, etc., which are more frequenteotbgr minorities, then
they are more likely to interact with people with sufficigrmhany experiences with
minorities so that minorities are more finely sorted in meyidr

Another area in which the effects of categorical cognitionld be felt is in the
design and implementation of equal opportunity laws. Asahds, Title VII's dis-
parate treatment model of discrimination is premised omtiteon that intergroup
bias is malevolent in origin. Our model, however, shows hiserimination can
arise even when agents have no a priori motivation to do sgulgeng cognitive
processes, on the other hand, is an impossible assignmeiggekK (1995) pro-
poses several solutions and extensions to the curreniIltlegislation to account
for this. Most fundamentally, she argues that “courts stieeformulate disparate
treatment doctrine to reflect the reality that disparatatinent discrimination can
result from things other than discriminatory intent.” Tdadsish liability for dis-
parate treatment discrimination, a Title VII plaintiff widusimply be required to
prove that his group membership played a role in causingriyayer’s action or
decision. While these ideas are promising, they have yeetowestigated in a
formal model.

33As the president of a major state university indicated, tibst way to teach students that not
all blacks think alike, is to admit more black students sodther students can see that not all blacks
think alike.”
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Appendix: Proofs

The following lemmas are useful in the proof of PropositignTheorem 1, and
Corollary 1. We work with the city-block metric and again ase® that attributes
take on values if0,1}, throughout.

When dealing with objectsando’, we writed(o, ') to represend(8(0), 6(0')).

Lemma 3 For any group of objects O with cardinality n,

Var(O) = O;d(@(o),é(O)) = %O;dzod(o, o).

Proof of Lemma 3: Write
Z}d(G(O)ﬂ(O)) = Z Z}d<9k(0),§k(0))

Given the fact thaby(0) € {0,1} for eachk ando, we can write

Then L
O;d<9<0),5(0)) = Zo;()%oﬁd(ek@’ 6k(0))

which rearranging, leads to required expresdion.

Lemma 4 Consider any group of objects O with cardinality n and for attyibute
kletnf =#{o e O|6(0) = 1} and let . =#{0 € O|6(0) = 0}. Then

2sM . ning
Var(O)zizk—; k k.

Proof of Lemma 4: By Lemma 3,

Var(O) = %O;dzod(o, o).

Thus, by the additive separability of the city block metric
(O) _ Zk Zoeo Zo’eod(ek(())a ek(ol» ‘

n

Var

The lemma then follows immediately.
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Proof of Lemma 1: Consider a group of objec® of cardinalityn that are all of
the same type. Suppose that a port®r [0,1] of them is in one category and
1-— % in another category. If there are no other types of objectsthrer category,
then it is straightforward to see that there must be a loweatian categorization,
as we can combine these all into one category, and then spii¢ ®ther group of
objects out of another category that must have at least tpestgf objects. So, let
us concentrate on the case where at least one of these caselgas some other
type(s) of objects in it. The lemma can be established by sigtiat the sum
of the two categories variation is minimized at eitlde= 0 or = 1. (Applying
this iteratively then handles the case where a group of thEfcthe same type is
categorized into more than two categories.)

Denote the categories I64 andC,. Let O; be the set of objects iG; that are
not in O, n; be cardinality ofO;, andd, denote the distance betweeand an object
in O. Then for a given choice a¥, by Lemma 3 we can write the total variation of
categorie€; andC, as

20Ny 6c0, do+ Y oco, Yoco, d(0, o) n 2(1-9)NY oc0,do + Yoco, Yoo, d(0, o)
on+np (1-90)n+ny .

The derivative of this expression with respect&cd is (after simplifying some
terms)

n 2n1 3 6c0, do — Y oco, Y oeo, d(0,0) B 223 6c0, % — Y oc0, Y 0c0,d(0,0)
(Bn-+m)? @omen?
7

For anyo andd’ in O;, note that by the triangle inequality
d(0,0) < do+dy,

with strict inequality whero = o’. This implies (after some rearrangement of sum-
mations, and noting that we will have at least one strict uradity) that if n; > 0

e 2n; %do % d(o o) > 2n; % do — 2n; % do = 0. (8)
o€l

From the expression for the derivative in (7), it followstttiee second derivative of
the total variation is

2M 3 00, do— 3 oc0, 200y d(0,0)

(5n+n1) 3
_2n2 on (dn+ny) . . (9)
Y 0e0, G0 0c0, Yo/ c0, d(0,0)
(1= 8)nng) ==

34Even thougl® will need to be chosen in multiples of &, we show that the max of this equation
over anyo € [0, 1] is achieved whe® is at one of the endpoints.
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By the inequality (8), the second derivative is negative ndwer at least one of

andny is positive (which is true in the case we are examining). Tiniglies that
the total variation is strictly concave th and so the minimum ove¥ € [0, 1] must
then be achieved at an endpoint of the interal.

Given Lemma 1, we can think of the categorization of objetteims of which
types @’s) are assigned to which category. The following lemmass aiseful. Say
that two attribute vectors ar@djacentf they differ in terms of one and only one
attribute.

Lemmab5 Ifn > %2’“, and some majority type does not get its own unique category,
then there exist (at least) two minority types that are adjdacto each other and each
get their own category.

Proof of Lemma 5: We use the following fact. If a hypercube has\2rtices, then
any subset of more thaf 2! vertices contains at least two that are adjaéént.

If n> %Zm —1, and not every majority item gets its own category, thenamiiy
items occupy more thaglzm categories which have no majority items in them. This
means that more than half of the minority objects are in categ that have only
one type of object in it. The lemma then follows from the fa@mntioned abovdl

Now, let us return to the proof of Proposition 1 and TheoremMtich follow
from the following characterization.
Given a group of object®;, let nj denote its cardinality; and for an attriblke

let nljf andnlj(’ be the number of objects @; with 6 = 1 and6, = 0, respectively,
as defined in the proof of Lemma 3.

Proof of Theorem 1: It is sufficient to show that
Var(OpUOg) +Var(Oc) +Var(Op) > Var(Oc UOp) +Var(Oa) +Var(Og)
holds if and only if

SR e~ me)? Skl —ngn)?

10
nAnB(nA+nB) n(_‘,nD(nC"‘nD) ( )
Lemma 4 implies that this boils down to showing that
A B A— | B- C C— D D—
23 k(M A (e 4+n ) n 23k (g )+22k(nk+)(nk )>(11)
Na +Ng Nnc Np
25K T ROME ) 25 | 25 )
nc +Np NA Ng '

391t is easily checked that this bound is tight - that is, oneaarays find a subset of exactlj 2
vertices such that no two are adjacent.
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Cross multiplication, some cancelling of terms, and faogpallows us to rewrite
(11) as (10)1

Proof of Proposition 1: This follows directly from Theorem 1 noting that fai»
of thek’s that
(02— k) = (mng)?.

and the for remaining’s this is 0. Similarly for group©3 andQO;,. (6) then simpli-

fies to 11 11
hag| —+— hio [ —+—
34(n1+n2) > 12<n3+n4) ;
which concludes the prodf.

Proof of Proposition 2: As shown in Lemma 3

Var(O) = %d(@(o),@(O)) _1 %dzod(o,o’).

n

Given the equidistance we can consider a case wh@e@') = 1 wheneveB (o) #
8(0'). Thus, if the new objects are added to cateddrthe change in variance will
be

e \ar(f,G)— 0 var(f,G).

Ni + Nnew Nnew+ N;
We rewrite this as
(2ni —Var(f,Ci)) Nnew o Var(f,G) + 2nnew
Ni + Nnew Ni + Nnew

The proposition follows directj

Proof of Corollary 1 : We establish the theorem by showing that each of the ma-
jority types gets its own unique category. That isgifo) = 1 andfj (o) = f;(0'),
then6(o) = 6(0').

Consider somd such thatf(o) = 1 andf (o) = f(0'), and yetf(0) # 6(0').

We need only show that such dns not a solution tdf;j (o) = (o).

By Lemmas 1 and 5, if some majority type does not get its owagmaly we
know that there are at least two adjacent minority types @ahatassigned to their
own categories. Let the types of the two adjacent minoripesybe denoteé! and
62, and the majority type b&%, and denote the corresponding groups of objects by
O!, 02, andO? with corresponding cardinalitieg, n?, andn3. Let O* be set of the
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remaining objects that are in the same categoi®%aBy the adjacency o®; and
O,, by Theorem 1, it is enough to show that

1 1 1 1

—F—>—+—,
Nt N2 Na N
wherena andng correspond to a sorting @3 U O4 according to some attribute. It
is enough to check an extreme case &34ifs the smallest minority group since it
then follows that

1 1 1 1

S T P I

NA N~ N3 Ny
Thus, we need to show that

1 1 1 1

ng ng N3 Ny

Without loss of generality, assume that> n,. Then it is sufficient to check
that

2 1 1
JR— > JR— —,
ni N3 My
or 5
n n
L
Ny Ny

Noting thatﬂ—i > rg, andﬂ—f1 > rer then leads to inequalitfl.

References

Akerlof, G. and Kranton, R. 2000. “Economics and ldentitQuarterly Journal
of Economics64, 715-753.

Allen, A. 1995. “The Role Model Argument and Faculty Diveysiin S.M. Cahn,
ed.,The Affirmative Action Debat®ew York: Routledge, 121-134.

Allport, G.W. 1954.The Nature of PrejudiceReading, MA: Addison Wesley.

Alvarez, M.R. and Brehm, J. 200Bard Choices, Easy AnswerBrinceton, NJ:
Princeton University Press.

Arabie, P. 1991. “Was Euclid an Unnecessarily Sophistet®®ychologist?Psy-
chometrica56, 567-587.

http://www.bepress.com/bejte/vol8/iss1/art6 36



Fryer and Jackson: A Categorical Model of Cognition and Biased Decision Making

Arrow, K.J. 1973. “The Theory of Discrimination” in O. Ashfetier and A. Rees,
eds,Discrimination in Labor Markets Princeton, NJ: Princeton University
Press, 3-33.

Ashby, F.G. and Maddox, W.T. 1993. “Relations Between Rypi®, Exemplar,
and Decision Bound Models of Categorizationlburnal of Mathematical
Psychology37, 372-400.

Ashby, F.G. and Waldron, E. M. 1999. “On the Nature of Impli€ategorization.”
Psychonomic Bulletin and Revig@; 363-378.

Attneave, F. 1950. “Dimensions of SimilarityARmerican Journal of Psychology
3, 515-556.

Barberis, N. and Shleifer, A. 2003. “Style Investingdurnal of Financial Eco-
nomics 68, 161-199.

Bargh, J.A. 1999. “The Cognitive Monster: The Case Agaihst@Controllabil-
ity of Automatic Stereotype Effects,” in S. Chaiken and Yope, edsPual
Process Theories in Social Psychologew York: Guilford, 361-382.

Bargh, J.A. 1997. “The Automaticity of Everyday Life.” in &. Wyer, Jr., ed,
The Automaticity of Everyday Life: Advances in Social Cogni vol 10.
Mahwah, NJ: Erlbaum, 1-61.

Bargh, J.A. 1994. “The Four Horsemen of Automaticity: Awegss, Intention,
Efficiency, and Control in Social Cognition,” in T.K. Srulhd R.S. Wyer, Jr.,
eds,Handbook of Social Cognitigwvol 1. Hillsdale, NJ: Erlbaum, 1-40.

Bargh, J.A. 1984. “Automatic and Conscious Processing cfédnformation,”
in T.K. Srull and R.S. Wyer, Jr., edBlandbook of Social Cognitigrvol 3.
Hillsdale, NJ: Erlbaum, 1-43.

Becker, G. 195The Economics of Discriminatiol€hicago: University of Chicago
Press.

Bertrand, M. and Mullainathan, S. 2003. “Are Emily and Gregr®lEmployable
than Lakisha and Jamal? A Field Experiment on Labor Markstiimina-
tion,” NBER working paper number 9873.

Billig, M. 1985. “Prejudice, Categorization, and Part&atation: From a Percep-
tual to a Rhetorical ApproachEuropean Journal of Social Psycholqogyb,
79-103.

Published by The Berkeley Electronic Press, 2008 37



The B.E. Journal of Theoretical Economics, Vol. 8 [2008], Iss. 1 (Contributions), Art. 6

Brewer, M.B. 1988. “A Dual Process Model of Impression Fotiora” in T.K.
Srull and R.S. Wyer, Jr., ed8gdvances in Social Cognitiowol 1. Hillsdale,
NJ: Erlbaum, 1-36.

Brown, C. and Gay, P. 198%Racial Discrimination 17 Years after the Adton-
don: Policies Studies Institute.

Bruner, J.S. 1957. “On Perceptual Readine$asychological Review64, 123-
152.

Chung, K. 2000. “Role Models and Arguments for Affirmativetido.” American
Economic Reviey90, 640-648.

Cornell, B. and Welch, I. 1996. “Culture, Information, anckr&ning Discrimina-
tion.” Journal of Political Economy104, 542-571.

Devin, P.G. 1989. “Stereotypes and Prejudice: Their Autmrand Controlled
Responses.Journal of Personality and Social Psycholo&g, 5-18.

Dovidio, J.F., Evans, N. and Tyler, R.B. 1986. “Racial St¢ypes: The Con-
tents of Their Cognitive Representationsldournal of Experimental Social
Psychology22, 22-37.

Ellemers, N., Spears, R. and Doosje, B. 2002. “Self and Stzatity.” Annual
Review of Psychologys3, 161-186.

Fiske, S.T. 1993. “Controlling Other People: the Impact oiver on Stereotyp-
ing.” American Psychologist8, 621-638.

Fiske, S.T. 1998. “Stereotyping, Prejudice, and Discration,” in D.T. Gilbert,
S.T. Fiske and G. Lindzey, eddandbook of Social Psychologyol 2. New
York: Oxford University Press, 357-414.

Fiske, S.T. and Neuberg, S.L. 1990. “A Continuum of Impra@sdrormation,
from category based to individuating processes: Influemtdaformation
and Motivation no Attention and Interpretation®dvances in Experimental
Social Psychology23, 1-74.

Fryer, R. 2002aEconomists’ Models of Discriminatiomonograph. The Univer-
sity of Chicago.

Fryer, R. 2002b. “An Economic Approach to Cultural Capitaunpublished
manuscript. The University of Chicago and American Bar Faiion.

http://www.bepress.com/bejte/vol8/iss1/art6 38



Fryer and Jackson: A Categorical Model of Cognition and Biased Decision Making

Fryer, R. and Levitt, S. 2004. “Understanding the Black-Whiest Score Gap
in the First Two Years of School.Review of Economics and Statisti&$,
447-464.

Gilboa, I. and Schmeidler, D. 2001A Theory of Case-Based Decisionslew
York: Cambridge University Press.

Goffman, E. 1959.The Presentation of Self in Everyday Lif@arden City, NY:
Doubleday.

Goffman, E. 1963.Stigma: Notes on the Management of Spoiled Identitgw
York: Simon and Schuster.

Hamilton, D.L. 1981 Cognitive Processes in Stereotyping and Inter-group Behav
ior. Hillsdale, NJ: Erlbaum.

Hamilton, D.L. and Sherman, J.W. 1994. “Stereotypes,” iK. Srull and R.S.
Wyer, Jr., edsHandbook of Social Cognitigivol 2. Hillsdale, NJ: Erlbaum,
1-68.

Hamilton, D.L., Sherman, S.J. and Ruvolo, C.M. 1990. “Sigmee-Based Ex-
pectancies: Effects on Information Processing and So@hbBior.” Journal
of Social Issues46, 35-60.

Hart, A., Whalen, P., Shin, L., Mclnerney, S., Fischer, Hd &ausch, S. 2000.
“Differential Response in the Human Amygdala to Racial Qotg vs In-
group Face Stimuli.Neuroreport 11, 2351-2355.

Hayne, H. 1996. “Categorization in Infancy,” in C. Roveel@o, L. Lipsitt and
H. Hayne, edsAdvances in Infancy Researalol 10. Westport, CT: Green-
wood.

Hilton, J.L. and von Hippel, W. 1996. “Stereotype#&hnual Review of Psychol-
ogy, 47, 237-271.

Householder, A.S. and Landahl, H.D. 194Bathematical Biophysics of the Cen-
tral Nervous SystenBloomington, IN: Principia Press.

Hubbick, J. and Carter, S. 198dalf a Chance? A Report on Job Discrimination
against Young Black Males in Nottinghatrondon: Commission for Racial
Equality.

Jackson, M.O., and Kalai, E. 1997. “Social Learning in ReogrGames."Games
and Economic BehavipP1, 102-134.

Published by The Berkeley Electronic Press, 2008 39



The B.E. Journal of Theoretical Economics, Vol. 8 [2008], Iss. 1 (Contributions), Art. 6

Jargowsky, P. and Bane, M.J. 1991. “Ghetto Poverty in theddrbtates, 1970-
1980.” in C. Jencks, and P. Peterson, ddiee Urban UnderclassNashington
D.C.: The Brookings Institution.

Jehiel, P. 2005. “Analogy-Based Expectation Equilibriudgurnal of Economic
Theory 123:2, 81-104.

Jowell, R. and Prescott-Clarke, P. 1970. “Racial Discrattion and White-Collar
Workers in Britain,”"Race 11, 397-417.

Krieger, L.H. 1995. “The Content of Our Categories: A CoiyeitBias Approach
to Discrimination and Equal Employment OpportunityStanford Law Re-
view, 47, 1161-1248.

Lepore, L. and Brown, R. 1997. “Category and Stereotypevattn: Is Prejudice
Inevitable?”Journal of Personality and Social Psycholo@y, 275-87

Li, J., Dunning, C. and Malpass, R. 1998. “Cross-racial tdieation Among
European-Americans: Basketball Fandom and the ContacttHgpis. Work-

ing paper.
Loury, G.C. 2002.The Anatomy of Racial InequalityCambridge, MA: Harvard
University Press.

Lundberg, S. and Startz, R. 1983. “Private Discriminatiod 8ocial Intervention
in Competitive Labor Markets American Economic Review3, 340-347

Macrae, N. and Bodenhausen, G. 2000. “Social CognitionnKihg Categori-
cally About Others.”Annual Review of Psychologyl, 93-120.

Markman, A.B. and Gentner, D. 2001. “Thinking®hnual Review of Psychology
52, 223-247.

Massey, D. and Denton, N. 1998merican Apartheid: Segregation and the Mak-
ing of the UnderclassCambridge, MA: Harvard University Press.

Meissner, C. and Brigham, J. 2001. “Thirty Years of Investiigg the Own-Race
Bias in Memory for Faces: A Meta-Analytic ReviewPsychology, Public
Policy, and Law 7, 3-35.

McKinley, S.C. and Nosofsky, R.M. 1995. “InvestigationsEbemplar and De-
cision Bound Models in Large, lll-defined Category Struesit Journal of
Experimental Psycholog1, 128-48.

http://www.bepress.com/bejte/vol8/iss1/art6 40



Fryer and Jackson: A Categorical Model of Cognition and Biased Decision Making

Moro, A. and Norman, P. 2004. “A General Equilibrium ModelSihtistical Dis-
crimination.” Journal of Economic Theoyy14, 1-30.

Phelps, E. 1972. “The Statistical Theory of Racism and SeXis\merican Eco-
nomic Review62, 659-661.

Phelps, E., O’Connor, K., Cunningham, W., Funayama, E.edat, J., Gore, J.
and Banaji, M. 2000. “Performance on Indirect Measures aeRzavaluation
Predicts Amygdala Activation.Journal of Cognitive Neurosciencg2, 729-
738.

Posner, M.I. and Keele, S.W. 1968. “On the Genesis of Abstdsas.” Journal
of Experimental Psychology7, 353-363.

Quinn, P.C. and Eimas, P.D. 1996. “Perceptual OrganizatohCategorization in
Young Infants,” in C. Rovee-Collier, L. Lipsitt and H. Hayreds,Advances
in Infancy Researchvol 10. Westport, CT: Greenwood, 1-36.

Rabin, M. and Shrag, J.L. 1999. “First Impressions Matteiadel of Confir-
matory Bias.”Quarterly Journal of Economi¢4.14, 37-82.

Reed, S. K. 1972. “Pattern Recognition and Categorizéti@ognitive Psychol-
ogy, 3, 382-407.

Rosch, E. 1978. “Principles of Categorization,” in E. Roadld B.B. Lloyd, eds,
Cognition and CategorizatiorHillsdale, NJ: Erlbaum, 27-48.

Rosseel, Y. 2002. “Mixture Models of Categorizatioddurnal of Mathematical
Psychology46, 178-210.

Shepard. R.N. 1987. “Toward a Universal Law of Generalaratif Psychological
Science.”Science237, 1317-1323.

Spence, M. 1974Market Signaling Cambridge, MA: Harvard University Press.

Sporer, S. 2001. “Recognizing Faces of Other Ethnic Gro@pstntegration of
Theories,"Psychology, Public Policy, and Law, 36-97.

Stangor, C. and Ford, T.E. 1992. “Accuracy and Expectamuyfi@ning Orienta-
tions and the Development of Stereotypes and PrejudiEetbpean Review
of Social Psychologys, 5-89.

Stangor, C. and Lange, J.E. 1994. “Mental Representatibi®ocial Groups:
Advances in Understanding Stereotypes and Stereotyphdyances in Ex-
perimental Social Psycholog26, 357-416.

Published by The Berkeley Electronic Press, 2008 41



The B.E. Journal of Theoretical Economics, Vol. 8 [2008], Iss. 1 (Contributions), Art. 6
Sternberg, R. and Ben-Zeev, T. 200Complex Cognition: The Psychology of
Human ThoughtNew York: Oxford University Press.

Tajfel, H. 1969. “Cognitive Aspects of PrejudiceJournal of Social Issue5,
79-97.

Torgerson, W.S. 1958 heory and Methods of Scalinjew York: Wiley.

Wheeler, M.E. and Fiske, S.T. 2002. “Controlling Racialjidéece and Stereo-
typing: Social Cognitive Goals Affect Amygdala and Steygat Activation,”
unpublished.

http://www.bepress.com/bejte/vol8/iss1/art6 42



