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Abstract

The probabili stic relation between verbs and
their arguments plays an important role in
modern statisticd parsers and supertaggers,
and in psychoogicd theories of languege
processng. But these probabilities are
computed in very different ways by the two
sets of reseachers. Computational linguists
compute verb subcaegorization probabiliti es
from large wrpora while psychdinguists
compute them from psychologicd studies
(sentence production and completion tasks).
Receit studies have found dfferences
between corpus frequencies and
psychdingustic measures. We aadyze
subcaegorization frequencies from four
different corporas psychoogicd sentence
production dita (Conrine d al. 1984, written
text (Brown and WSJ), and telephore
conversation deta (Switchboard). We find
two dfferent sources for the differences.
Discourse influence is a result of how verb
use is affeded by dfferent discourse types
such as narrative, conreded dscourse, and
singe sentence productions. Semartic
influenceis aresult of different corpora using
different senses of verbs, which have different
subcaegorization frequencies.  We @nclude
that verb sense and dscourse type play an
important role in the frequencies observed in
different experimental and corpus based
sources of verb subcaegorization frequencies.

1 Introduction

The probabili stic relation between verbs and their
arguments plays an important role in modern
dtatisticd parsers and supertaggers (Charniak
1995 Collins 19961997 Joshi and Srinivas 1994
Kim, Srinivas, and Trueswell 1997, Stolcke 4 al.
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1997, and in psychdlogicd theories of language
processng (Clifton et a. 1984 Fereira &
McClure 1997, Garnsey et a. 1997, Jurafsky 1996
Madonald 1994 Mitchdl & Holmes 1985
Tanenhaus et a. 1990 Trueswell et al. 1993.

These probabiliti es are mmputed in very different
ways by the two sets of reseachers.
Psychologicd studies use methods such as
sentence @mpletion and sentence production for
colleding verb argument structure probabiliti es.
In sentence ompletion, subjeds are aked to
complete a sentence fragment. Garnsey a al.
(1997 used a proper name followed by a verb,
such as "Debbie remembered In
sentence subjeds are asked to write aty sentence
containing agiven verb. An example of thistype
of studyis Connine d a. (1984).

An dternative to these psychoogicd methods is
to use @rpus data This can be dore
automaticdly with ungarsed corpora (Briscoe and
Carroll 1997, Manning 1993 Ushioda & a. 1993,
from parsed corpora such as Marcus et a.'s (1993
Treebank (Merlo 1994 Framis 1994 or manually
as was dore for COMLEX (Madeod and
Grishman 1994. The alvantage of any of these
corpus methods is the much geder amourt of
data that can be used, and the much more natural
contexts. This sems to make it preferable to
data generated in psychologicd studies.

Recat studies (Merlo 1994 Gibson et al. 1996
have found dfferences between corpus
frequencies and experimental measures. This
suggests that corpus-based frequencies and
experiment-based frequencies may na be
interchangeable. To clarify the nature of the
differences between various corpora ad to find
the caises of these differences, we anayzed
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psychdogicd sentence production data (Connine
et al. 1984, written dscourse (Brown and WSJ
from Penn Tredoank - Marcus et a. 1993, and
conversational data (Switchbaard - Godfrey et al.
1992. We found that the subcategorization
frequencies in eat of these sources are different.
We performed three eperiments to (1) find the
causes of genera differences between corpora, (2)
measure the size of these differences, and (3) find
verb spedfic differences. The rest of this paper
describes our methoddogy and the two sources of
subcaegorizaion [robability diff erences:
discourse influence and semantic influence

2  Methodology

For the sentence production dita, we used the
numbers pubdished in the original Connine & d.
paper as well asthe origina data, which we were
able to review thanks to the generosity of Charles
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Clifton. TheConrninedata (CFJCF) consists of
examples of 127 wrbs, ead clasdfied as
belongng to ore of 15 subcaegorization frames.
We alded a 16th category for dired quaations
(which appeaed in the wrpus data but not the
Conrine data). Examples of these cdegories,
taken from the Brown Corpus, appea in figure 1
below. There ae gproximately 14,000 verb
tokens in the CFJCF data set.

For the BC, WSJ, and SWBD data, we murted
subcaegorizations using tgrep scripts based onthe
Penn Treebank. We aitomaticdly extraded and
caegorized al examples of the 127 verbs used in
the Conrnine study. We used the same verb
subcaegorization caegories asthe Conrine study.
There were gproximately 21,000 relevant verb
tokensin the Brown Corpus, 25,000relevant verb

1 [Q] Barbara asked, asthey head the front doar close.

2 [PR Guerrill as were racing [toward him].

3 [inf-9] Hank thanked them and promised [to observe the rules).

4 [inf-S]/PR Labor fights[to change its collar from blue to white].

5 [wh-§] I know now [why the studentsinsisted that | goto Hiroshima even when | told them | didn't
want to].

6 [that-S] She promised [that she would soontake afew day'sleave and \isit the uncle she had never
sea, ontheidand d Oyajima--which was not very far from Y okosuka).

7 [verb-ing] But | couldnt help [thinking that Nadine and Wally were getting just what they deserved].

8 [perception Far off, in the dusk, he heard [voices $nging, muffled bu strong.

complement.]

9 [NPF| The turtle immediately withdrew into its private curcil room to study [the phenomenon.

10 | [NP][NP] The mayor of the town taught [them] [English and French].

11 [[NP][PR They bought [rustled céttle] [from the outlaw], kept him supgied with gurs and
ammunition, harbored his men in their houses.

12 [ [NP][inf-§] She had assumed before then that one day he would ask [her] [to marry him].

13 |[[NPJ[wh-§] | asked [Wisman] [what would happen if he broke out the go codes and tried to start
transmitting ore].

14 | [NP|[that-S] |But, in departing, Lewis begged [Breasted] [that there be no liquar in the gartment at the
Grosvenor on Hsreturn], and he took with him the first thirty gall eys of Elmer Gantry.

15 |[passve] A cold supper was ordered and a battle of port.

16 | Quotes He writes [*Confucius held that in times of stress one shoud take short views — only upto
lunchtime.”]

Figure 1 - examples of ead subcaegorization frame from Brown Corpus
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tokens in the Wdl Stred Journa Corpus, and

10,000in Switchboard.  Unlike the Connine data,
where dl verbs were eualy represented, the
frequencies of ead verb in the crpora varied.
For eat cdculation where individua verb
frequency could affed the outcome, we
normalized for frequency, and eiminated verbs
with lessthan 50 examples. This left 77 ou of
127 werbs in the Brown Corpus, 74 in the Wadl
Stred Journal, and orly 30 verbs in Switchbeard.
This was not a problem with the Connine data
where most verbs had approximately 100tokens.

3  Experiment 1

The purpose of the first experiment is to analyze
the generd (nonverb-spedfic) differences
between argument structure frequencies in the
data sources. In order to dothis, the data for ead
verb in the crpus was normalized to remove the
effeds of verb frequency. The average
frequency of ead subcaegorizaion frame was
cdculated for ead corpus. The average
frequencies for ead of the data sources were then
compared.

3.1 Reaults

We found that the three orpora consisting o
conreded dscourse (BC, WSJ, SWBD) shared a
common set of differences when compared to the
CFJCF sentence produwction data.  There were
threegenera categories of diff erences between the
corpora, and al can be related to discourse type.
These cdegories are:

(1) pasdve sentences

(2) zero anaphaa

(3) quaations

3.1.1 Passive Sentences

The CFJCF single sentence productions had the
smallest number of passve sentences. The
conreded spoken dscourse in Switchboard had
more passves, followed by the written discourse
in the Wdl Stred Journa and the Brown Corpus.
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Passve is generdly used in English to emphasize
the undergoer (to keep the topic in subjed
paosition) and/or to de-emphasize the identity of
the aent (Thompson 1987. Both o these
reassons are dfeded by the type of discourse. If
there is no precaling dscourse, then there is no
pre-existing topic to kegp in subjed paosition. In
addition, with nocontext for the sentence, thereis
less likely to be areason to de-emphasize the
agent of the sentence

3.1.2 Zero Anaphora

The increse in zeo anaphaa (not overtly
mentioning uncderstood arguments) is caused by
two fadors. Generdly, as the amournt of
surroundng context increases (going from single
sentence to conreded dscourse) the neal to
overtly expressal of the aguments with a verb
deaeases.

Data Source % [Q] subcat frame
CFJCF 7%
Wall Stred Journal 8%
Brown 13%
Switchboard 18%

Data Source % pasdve sentences
CFJCF 0.6%
Switchboard 2.2%
Wall Stred Journal 6.7%
Brown Corpus 7.8%

Verbs that can describe adions (agree disappea,
escgpe, follow, leave, sing, wait) were typicdly
used with some form of argument in single
sentences, such as:
“I had atest that day, so | really wanted to escape
from schod.” (CFJCF data).
Such verbs were more likely to be used withou
any arguments in conneded discourse & in:
“She escaped , crawled through the usual mine
fields, under barbed wire, was sot at, swam a
river, and we finally picked her up in Linz.”
(Brown Corpus)
In this case, the agument of “escgped’,
(“imprisonment”) was understood from the
previous Eentence Verbs of propgsitional
atitude (agree guess know, see understand) are
typicdly used transitively in written corpora and
single-sentence production:
“I guesed the right answer on the quiz.”
(CFJCF).
In spoken discourse, these verbs are more likely to
be used metdingusticdly, with the previous




ACL 1998

discourse cntribution unaerstood as the agument
of the verb:

“I see” (Switchboard)

“I guess” (Switchboard)

3.1.3 Quotations

Quotations are usually used in narrative, which is
more likely in conreded dscourse than in an
isolated sentence  This difference mainly effeds
verbs of communication (e.g. answer, ask, cdl,
describe, read, say, write).

Data Source Percent Direct
Quotation
CFJCF 0%
Switchboard 0%
Brown 4%
Wall Stred Journal 6%

These verbs are used in corporato discussdetail s
of the mntents of communication:
“Turning to the reporters, she asked, "Did you
hear her?"” (Brown)
In single sentence production, they are used to
describe the (new) ad of communicaionitsef :
“Heasked alot of questions at schod.” (CFJCF)
We ae arrently working on systematicdly
identifying indired quaes in the corpora and the
CFJCF data to analyzein more detail how they fit
in to this picture.

4  Experiment 2

Our first experiment suggested that discourse
fadors were the primary cause of
subcaegorization dfferences. One way to test
this hypahesis is to eiminate discourse fadors
and see if this removes subcaegorizaion
differences.

We measure the diff erence between the way averb
is used in two dfferent corpora by counting the
number of sentences (per hunded) where averbin
one orpus would have to be used with a diff erent
subcaegorizaion in order for the two corpora to
yield the same subcaegorization frequencies.
This same number can aso be cdculated for the
overal subcaegorizdion frequencies of two
corparato show the overall difference between the
two corpora.
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Our procedure for measuring the dfed of
discourse is as follows (ill ustrated using passve
as an example):

1. Measure the difference between two corpora
(WSJ vs CFJCF)

10.0%
5.0% Owsd
ECFJCF
0.0%

% Passve - WSJ vs CFICF

2. Remove differences caused by discourse
effeds (based on BC vs CFJCF). CFJCF has
22% the number of passvesthat BC has.

10%
5t OoBC
ECFJCF
0%

% Passve - BC vs CFIJCF

We then linealy scde the number of passves
found in WSJ to refled the difference found
between BC and CFJCF.

OWSJ-
10.0% mapped
5.0% ECFJCF
0.0%

% Passve - WSJ (adjusted) vs CFICF

3.  remeaure the difference between two
corpora (WSJ vs CFICF)

4. amourt of improvement = size of discourse
effed

This method was applied to the passve, quote,
and zero subca frames, since these ae the ones
that show discourse-based dfferences. Before
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the mapping, WSJ has a difference of 17
frames/100 oweral difference when compared
with CFJCF. After the mapping, the difference
is only 9.6 frames/100 owral difference This
indicates that 43% of the overal crossverb
differences between these two corpora ae caised
by discourse dfeds.

We use this mapping procedure to measure the
size and consistency of the discourse dfeds. A
more sophisticated mapping procedure would be
appropriate for other purpases sncethe verbs with
the best matches between corpora ae acualy
made worse by this mapping procedure.

5 Experiment 3

Argument preference was also affeded by verb
semantics. To examine this effed, we took two
sample anbiguows verbs, “charge” and “pass'.
We hand coded them for semantic senses in eath
of the crporawe used as foll ows:

Examples of ‘charge’ taken from BC.
accuse: “His petition charged mental cruelty.”
attack: “When he dharged Mickey was ready.”
money: “... 20 pr cent ... was al he darged the
traders.”

Examples of ‘pass taken from BC.
movement: “Blue Throat ‘s men spotted him ... ashe
passd.”
law: “The President noted that Congress last year
passd alaw providing grants....”
transfer: “He asked , when she passed him a glass”
test: “Thosewho T stayed had * to passtests.”

We then asked two questions:

1. Do dfferent verb senses have different
argument structure preferences?

2. Do dfferent corpora have different verb
sense preferences, and therefore potentialy
different argument structure preferences?

For bath verbs examined (pass and charge) there
was a significant effed of verb sense on argument
structure probabiliti es (by X? p <.001 for *charge
and p <.001 for ‘pass). The following chart
shows a sampl e of this difference
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Sample Frames and Senses from WSJ

We then analyzed haw often eat sense was used
in ead of the corpora and found that there was
again a significant difference (by X? p <.001 for
‘charge’ and p <.001for ‘pass).

g

3 ) ® D

3 o = <

@ E 2 B
BC 22 13 15 4
WSJ 88 69 1 7
SWBD 1 16 0 0

Senses of ‘Charge’ used in ead corpus

g o}

§ 2 o)

2 |8 |2 B |3
BC 136 32 16 2 44
WSJ 11 76 31 8 22
SWBD 0 5 2 1 0

that | NP | NP PP| pasdve

Senses of ‘Pass used in ead corpus

This analysis siows that it is posgble for shiftsin
the relative frequency of eat of averbs snses to
influence the observed subca frequencies.

We ae aurrently extending ou study to seeif verb
senses  have onstant  subcaegorizaion
frequencies acosscorpora.  Thiswould be useful
for word sense disambiguation and for parsing.
If the verb senseis known, then a parser could use
thisinformationto help look for likely arguments.
If the subcaagorization is known, then a
disambiguator could use this information to find
the sense of the verb. These could be used to
boastrap eat aher relying onthe heuristic that
only one senseis used within any discourse (Gale,
Church, & Yarowsky 1992.

6 Evaluation

We had previously hoped to evaluate the actracy
of our tredank indudwed subcaegorizaion
probabilities by comparing them with the
COMLEX hand-coded probabiliti es (Madeod and




ACL 1998

Grishman 1994, but we used a different set of
subcaegorization frames than COMLEX.
Instead, we hand chedked a randam sample of our
datafor errors.

The aror rate in ou data is between 3% and @6
for al verbs excluding ‘say’ type verbs such as
‘answer’, ‘ask’, ‘cdl’, ‘read’, ‘say’, and ‘write'.
The earor rate is given as a range due to the
subjedivity of some types of errors. The erors
can be divided into two classes; errors which are
due to mis-parsed sentences in Treebank!, and
errors which are due to the inadequacy of our
seach strings in indentifying certain syntadic
patterns.

Treebank-based errors
PPattachment 1%
verb+particle vs verb+PP 2%
NP/adverbial distinction 2%
misc. missparsed sentences 1%

Errors based on ou seach strings
missed traces and dsplaceal arguments 1%
“say” verbs missng quades 6%

Error rate by caegory

In trying to estimate the maximum amourt of

error in ou data, we found cases where it was

possble to dsagreewith the parses/tags given in

Tredbank.  Tredbank examples given below

include prepositional attachment (1), the verb-

particle/prepasition  dstinction (2), and the

NP/adverbia distinction (3).

1. “Sam, | though you [knew [everything],,
[@bou Tokyolpad” (BC)

2. “..who hes dnce moved [on to cther
methods|ppy’ (BC)

3. “Gross $opped [briefly]np? then went on.”
(BC)

Missd traces and dsplaced argument errors were
aresult of the difficulty in writing seach strings

L All of our seach petterns are based ornly on the
information avail able in the Treebank 1 coding system,
since the Brown Corpus is only available in this
scheme. The aror rate for corpora avalable in
Treebank 2 form would have been lower had we used
al available information.
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to find arguments that were located to the left of
the verb. This is because abitrary amounts of
structure can intervene, expeddly in the cae of
traces.

Six percent of the data (overal) was improperly
clasdfied due to the fail ure of our seach petterns
to identify al of the quae-type aguments which
ocaur in ‘say’ type verbs. The identification d
these dements is particularly problematic due to
the asyntadic nature of these aguments, ranging
from a sound (He said ‘Argh’’) to complex
sentences. The presence or absense of quaation
marks was not a wmpletely reliable indicator of
these aguments. This type of error affeds only
asmall subset of the total number of verbs. 27%
of the examples of these verbs were mis-classfied,
aways by faili ng to find a quae-type agument of
the verb. Using separate seach strings for these
verbs would grealy improve the acacracy of these
seaches.

Our eventual goal is to develop a set of regular
expressons that work on flat tagged corpora
instead of TreeBank parsed structures to allow us
to gather information from larger corpora than
have been dore by the TreeBank projed (see
Manning 1993and Gahl 1998.

7 Conclusion

We find that there are significant differences
between the verb subcategorization frequencies
generated through experimental methods and
corpus methods, and between the frequencies found
in dfferent corpora.  We have identified two
distinct sources for these differences. Discourse
influences are caused by the changes in the ways
language is used in dfferent discourse types and
are to some etent predictable from the discourse
type of the corpus in question.  Semartic
influences are based onthe semantic context of the
discourse. These differences may be predictable
from the relative frequencies of each o the possble
senses of the verbs in the corpus. An extensive
analysis of the frame and sense frequencies of
different verbs acrossdiff erent corporais needed to
verify this. This work is presently being carried
out by us and ahers (Baker, Fillmore, & Lowe
1998. It is certain, however, that verb sense and



ACL 1998

discourse type play an important role in the
frequencies observed in dfferent experimental and
corpus based sources of verb subcategarization
frequencies
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