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Abstract

With the goal of automated reading comprehension, we apply a neural network with Bidirectional Attention Flow (BiDAF) to the Stanford Question Answering Dataset (SQuAD) and achieve F1 and Exact Match (EM) scores close to the original paper with a single model. We obtain a test F1 score of 76.037 and test EM score of 66.663. Our model includes Character-level CNN embeddings, a Highway Network layer, a Phrase Embedding layer, a Modeling layer, and smart span selection. We also explored expanding the model with feature engineering and an Answer Pointer output layer, which did not further improve our best model. We analyze our model’s performance across categories of contexts, questions, and answers, and compare baseline attention with BiDAF.

1 Introduction

Reading comprehension for question answering is one of the many goals of natural language processing (NLP). One way to operationalize this task is to provide a passage and question pair to a machine, which selects an answer as some span in the passage. Learning to perform well on this task usually requires training on a large dataset, and the Stanford Question Answering Dataset (SQuAD) was created for this purpose [1]. Many subfields of NLP, including reading comprehension, originally depended on a heavy use of feature engineering and linguistics, but the past decade has witnessed an increasing trend towards using deep learning to tackle these problems [2]. In this project, we use the SQuAD dataset to build a neural network model for reading comprehension. We implemented several previously proposed techniques, including Bidirectional Attention Flow and Answer Pointer, on top of a basic attention baseline.

2 Related Work

Traditional statistical models used rule-based algorithms and features that combine semantic, frame, and syntactic information [3, 4, 5, 6]. A smaller predecessor dataset to SQuAD, the MCTest dataset, involves fictional stories and questions paired with multiple choice answers [3]. Another dataset for reading comprehension is the Daily Mail/CNN dataset, where some answer entity is chosen from all entities in a news article passage [6, 7].

Since the introduction of the SQuAD dataset and its public leaderboard1, several high-performing neural network models have been used for this reading comprehension benchmark. Though the question-context-answer training input structure is the same across these models, they differ in how they relate the context and question to each other and to themselves across multiple layers. Some of these, such as Bidirectional attention flow (BiDAF), dynamic co-attention, R-Net, and fully-aware attention have utilized more complex forms of attention [8, 9, 10, 11]. Some models have incorporated a small amount of feature engineering into their deep learning model, such as the Document Reader in the DrQA model proposed by [12]. Most models are end-to-end, such as the Match-LSTM and Answer Pointer model and the Dynamic Chunk Reader [13, 14]. Other models such as ReasoNet have tried re-reading each passage multiple times, mimicking human readers [15].

These past attempts have yet to surpass human performance (91.221 F1, 82.304 EM) on SQuAD, demonstrating that reading comprehension is still a formidable problem. Our project uses the architecture of the BiDAF model as the foundation of our experiments. We compare our model’s scores on the SQuAD dataset with those from previous models in Table 1.

1The SQuAD dataset and leaderboard: https://rajpurkar.github.io/SQuAD-explorer/
3 Dataset

The SQuAD dataset contains 107,785 question-context pairs matched with crowdsourced answers [1]. The context passages were collected from 536 Wikipedia articles, and every answer is a continuous span in a passage. These context categories cover a variety of topics, from scientific concepts such as oxygen to historical figures such as Martin Luther. The dataset also contains many types of answers, including dates, proper nouns, adjective phrases, verb phrases, and other longer constituents. Various kinds of lexical reasoning is required to find these answers, such as usage of world knowledge and synonym detection, and a model must also properly navigate syntactic variation and multi-sentence integration [1].

We computed several statistics of the data, presented in Figure 1. The mean word length over all contexts is 5.123, and the average context length is 773.144 characters or 137.711 words. Question lengths tended to be around ten words, with the average being 60.508 characters or 11.289 words. The majority of answers were extremely short, averaging 20.483 characters or 3.383 words. Answers usually appeared at the beginning of the context.

![Figure 1: Histograms of context, question, and answer statistics on the SQuAD dataset. The fourth plot is based on the ratio of the answer span start index to the context length.](image)

Using these histograms, we aimed for efficient memory usage and limited our context length to 250 tokens and answer length to 15 tokens. Only 0.41% of answer span starts were outside our maximum context length of 250. Around 2.3% of answer lengths are over 15 tokens. We wanted our model to focus on learning short answers because the bulk of the data involves those, and our baseline tended to predict incorrect answers that were extremely long (see supplementary material). The original BiDAF paper [8] does not limit the answer length, but limitation of the answer length is used by [12].

4 Approach

4.1 Best Model Architecture

Considering its high performance on the SQuAD dataset, we decided to implement a Bidirectional Attention Flow model [8]. We began with the description of BiDAF in the assignment handout and then proceeded to incorporate all of the layers in the full model, as shown in Figure 2.

First, the Character Embedding Layer finds the embeddings of the characters of each word in the context and question. To extract characters, we limit the vocabulary to 256 ASCII characters and the word length to 8 characters (padding or truncating when necessary). We obtain a sequence of 20-dimensional character-level word embeddings \( x_{1 \text{char}}, \ldots, x_{N \text{char}} \) and \( x_{1 \text{char}}, \ldots, x_{M \text{char}} \) for the context and question, respectively. We send these character-level embeddings through a 1D convolutional neural network (CNN) layer with \( f \) filters and kernel size \( k \) followed by elementwise max-pooling across the word length to obtain outputs \( c_{1 \text{char}}, \ldots, c_{N \text{char}} \in \mathbb{R}^f \) and \( q_{1 \text{char}}, \ldots, q_{M \text{char}} \in \mathbb{R}^f \). We concatenate the character-level embeddings with the \( d \)-dimensional GloVe word vector embeddings to obtain the final word representations \( x_1, \ldots, x_N \in \mathbb{R}^{d+f} \) for the context and \( y_1, \ldots, y_M \in \mathbb{R}^{d+f} \) for the question.

Next, the Word Embedding Layer passes the context and question representations \( x_i \) and \( y_j \) as inputs to a highway network [16]. Given inputs \( z \), our highway network computes \( H = \text{relu}(zW_H + b_H) \) and transform gate \( T = \text{sigmoid}(zW_T + b_T) \) to produce outputs \( z' = H \circ T + z \circ (1 - T) \) (where \( W_H, W_T \) are Xavier-initialized weight matrices and \( b_H \) and \( b_T \) are constant-initialized bias vectors). The transform gate allows for flexibility in the layer’s behavior of modifying the inputs or simply passing them through. If \( T \) is close to 0 (the “carry” gate 1 – \( T \) is close to 1), then the highway network can simply leave the inputs unchanged, but if \( T \) is close to 1 then the inputs are modified by \( H \).

The highway network outputs matrices \( X \in \mathbb{R}^{N \times (d+f)} \) for the context and \( Y \in \mathbb{R}^{M \times (d+f)} \) for the question.

Next, the Phrase Embedding Layer passes \( X \) and \( Y \) through a bi-directional LSTM with hidden size \( h \) and concatenates the forward and backward outputs to obtain matrices \( C \in \mathbb{R}^{N \times 2h} \) for the context and \( Q \in \mathbb{R}^{M \times 2h} \) for the question.

Given these context hidden states \( c_1, \ldots, c_N \in \mathbb{R}^{2h} \) (as rows of \( C \)) and question hidden states \( q_1, \ldots, q_M \in \mathbb{R}^{2h} \) (as rows of \( Q \)), the Bidirectional Attention Flow Layer first computes the similarity matrix \( S \in \mathbb{R}^{N \times M} \) with entries \( S_{ij} = w_{sim}[c_i; q_j; c_i \circ q_j] \) where \( w_{sim} \in \mathbb{R}^{6h} \) is a weight vector (which we initialized with Xavier). Intuitively, higher entries of \( S_{ij} \) indicate pairs of context and question words that are more similar. The BiDAF model combines Context-to-Question
(C2Q) attention and Question-to-Context (Q2C) attention for improved awareness of which parts of the question and context are important. C2Q Attention applies row-wise softmax to obtain attention distributions \( \alpha^i = \text{softmax}(S_{i,:}) \in \mathbb{R}^M \) for each context location \( i = 1, \ldots, N \) and outputs weighted sums \( \alpha_i = \sum_{j=1}^M \alpha^i_j q_j \in \mathbb{R}^{2h} \) of the question hidden states. Q2C Attention applies row-wise max of \( S \) to obtain vector \( m \in \mathbb{R}^N \) and then obtains attention distribution \( \beta = \text{softmax}(m) \in \mathbb{R}^N \) and outputs the weighted sum \( c' = \sum_{i=1}^N \beta_i c_i \in \mathbb{R}^{2h} \) of the context hidden states. Then, by combining context hidden states with the C2Q and Q2C attention outputs, we produce the query-aware blended representations \( b_i = [c_i; a_i; c_i \circ a_i; c_i \circ c'] \in \mathbb{R}^{8h} \) for each context location \( i = 1, \ldots, N \).

Next, the Modeling Layer passes the matrix \( B \in \mathbb{R}^{N \times 8h} \) (with rows \( B_{i,:} = b_i, i = 1, \ldots, N \)) into two stacked layers of bi-directional LSTM with hidden size \( h \) to obtain the matrix of encodings \( M \in \mathbb{R}^{N \times 2h} \). As described in the BiDAF paper [8] and verified by our experimental results, the Modeling layer is important for encoding the relationship among the context words conditioned on the question.

Lastly, in the Output Layer, the model outputs predicted distributions \( p_{\text{start}} = \text{softmax}(w_{\text{start}}^T [B; M]) \) and \( p_{\text{end}} = \text{softmax}(w_{\text{end}}^T [B; M_2]) \) for the each example’s answer span start and end locations where \( w_{\text{start}}, w_{\text{end}} \in \mathbb{R}^{10h} \) are weight vectors (which we initialized with Xavier) and \( M_2 \in \mathbb{R}^{N \times 2h} \) is the output of a bi-directional LSTM given \( M \) as input.

Our overall objective function is the mean of the cross-entropy loss objective functions for the start and end distributions for the answer span over \( N \) examples in the dataset:

\[
L(\theta) = \frac{1}{N} \sum_{i=1}^N - \log p_{\text{start}}(y_i^{\text{start}}) - \log p_{\text{end}}(y_i^{\text{end}})
\]

where \( y_i^{\text{start}} \) and \( y_i^{\text{end}} \) denote the gold start and end span locations, respectively, and \( \theta \) consists of all of our trainable model parameters. We train the model in batches and use the Adam optimizer to minimize the loss \( L \).

To obtain our model’s predicted span locations \( i^{\text{start}} \) and \( i^{\text{end}} \), we select the answer span by maximizing the product of the probabilities of the start and end location subject to the constraint that the end position is at most 15 greater tokens beyond the start position. The original BiDAF paper [8] does not enforce a maximum answer length.

\[
(i^{\text{start}}, i^{\text{end}}) = \arg \max_{i, j, i \leq j \leq i+15} p_{\text{start}}(i)p_{\text{end}}(j)
\]

4.2 Answer Pointer

We also implemented the Answer Pointer as an alternative to our softmax output layer, as described in [13]. Answer Pointer conditions the end prediction on the start prediction. We first initialize our initial hidden state \( H_0 \in \mathbb{R}^{1 \times h_q} \) using a question representation as input [10]. In the equations below, \( q \in \mathbb{R}^{h_q \times M} \) are our question hidden states, where \( h_q \) is its size returned by some previous layer, which is the Phrase Embedding Layer when we append Answer Pointer to the BiDAF model.

\[
H_0 = \text{softmax}(v \cdot \tanh(W_q q + V_q \otimes e_M)) \cdot q.
\]
Then, we input a context representation \( c \in \mathbb{R}^{h_c \times N} \), where \( h_c \) is its size returned by the previous layer. If the previous layer is the Modeling Layer, \( c = [B; M; M_2] \). We run two steps of the following:

\[
s_t = v \cdot \tanh(W_c c + (H_{t-1} V_c + b_a) \otimes c_N) \quad \text{and} \quad \beta_s = \text{softmax}(s_t + a \otimes c_N),
\]

where \( H_1 = \text{LSTM}(\beta_1 \cdot c, H_0) \) and \( s_t \in \mathbb{R}^{1 \times N} \). The notation \( a \otimes c_M \) means \( a \) is tiled \( M \) times. Learned parameters are \( W_q \in \mathbb{R}^{h_q \times h_c}, V_q \in \mathbb{R}^{1 \times h_q}, W_c \in \mathbb{R}^{h_c \times h_c}, V_c \in \mathbb{R}^{h_c \times h_c}, b_a \in \mathbb{R}^{1 \times h_q}, v \in \mathbb{R}^{1 \times h_q}, \) and \( a \in \mathbb{R}^{1 \times 1} \). We set \( p_{\text{start}} = \beta_1 \) and \( p_{\text{end}} = \beta_2 \) as our outputs.

5 Experiments

Our experiments primarily used the Adam optimizer with learning rate 0.001 and we trained until we observed a plateau in dev F1 and EM scores. Training occurred up to \( \approx 15K \) iterations for the baseline model and up to \( \approx 10K \) iterations during development of our BiDAF model (approximately 7-8 hours on a single GPU).

5.1 Baseline Attention

The development of our best model described in Figure 2 and the previous section began with a baseline model, provided to us by the teaching staff of CS 224N. It contained three components: a bidirectional GRU encoder layer, a dot-product attention layer, and a fully-connected output layer with ReLU activation. We used softmax to produce our start and end answer span distributions, cross entropy loss, and an Adam optimizer. Our baseline at 15k iterations had a F1 score of 43.434 and EM score of 34.418. All further models are built upon the framework of this baseline.

5.2 DrQA Features

Our first experiment appended two lightweight features to each context word embedding \( c_i \), as done in [12]'s DrQA model. These features were a binary indicator of whether \( c_i \) also appears in the question and the output of the word embedding for \( c_i \) attending to the question embeddings. We chose not to include part of speech, term frequency, and named entity features because they would require time-consuming preprocessing and the original paper showed they yield lesser improvement. Incorporating these DrQA features on top of our baseline and training for 6.5k iterations resulted in a F1 score of 64.582 and EM score of 53.463. However, when we later combined these features with BiDAF + Char-CNN + Span-Constraints, we observed a decrease in the model’s dev performance during training. This suggests that these features may be redundant when paired with more complex forms of attention and low-level character features, as we will discuss in our analysis.

5.3 Best Model Development

5.3.1 Initial Bidirectional Attention Model

The implementation of the BiDAF model began by replacing the baseline model’s attention with a bidirectional attention layer and achieved \( \approx 7\% \) increase in dev F1 score and \( \approx 6\% \) increase in dev EM score. Since this model is much more complex, the memory requirements are higher (especially for blended attention representations), so we reduced the maximum context length from the default 600 to a limit of 250 tokens, as mentioned in our Dataset section.

To deepen the model’s interpretation of the relationship between the context and question, we incorporated bi-directional LSTM layers before and after the attention layer (Phrase and Modeling layers) and achieved a significant \( \approx 23\% \) additional increase in dev F1 and EM scores. At this point, our F1 and EM scores on the dev leaderboard were 73.406 and 63.671, respectively.

5.3.2 Prediction Strategy Improvements

With a powerful model, we anticipated that additional F1 and EM score gains would become increasingly tough to achieve based on architecture alone. Hence, we investigated other strategies besides just the architecture. We realized that our model sometimes output predictions that were not valid answer spans. Also, our model sometimes predicted excessively long spans. We decided to enforce that the predicted span’s end position must be greater than the start position, but at most 15 greater. As a result, our F1 and EM scores increased by \( \approx 1\% \) and \( \approx 0.7\% \), respectively. We also experimented with maintaining exponential moving averages of the model’s trainable parameters and using these average parameters instead of the final parameters when making predictions, but did not observe improvement in the F1 and EM scores.

Also, since we have have a good estimate of the distribution of answer lengths (using our Dataset histograms), we experimented with incorporating a prior distribution for the model’s predicted start and end location distributions. We encouraged the model to predict shorter answers. If the probabilities of two spans \((i_1, j_1)\) and \((i_2, j_2)\) were equal \((p_{\text{start}}(i_1) p_{\text{end}}(j_1) = p_{\text{start}}(i_2) p_{\text{end}}(j_2))\), then we would make the model select the span with shorter length by dividing the product of the start and end probabilities by the span length before we performed the \( \arg \max \) operation. However, the effect turned out to be too strong in discouraging the model from predicting longer correct answers. As can be seen in
our supplementary material document, our best model’s predicted answer length distribution was already performing well without the restrictions of an answer length prior.

5.3.3 Weight Sharing Between Context and Question

Since we wanted the model to understand similarities between the context and question, we modified our BiDAF model at the Phrase Embedding Layer to use a *shared* bi-directional LSTM for the context and question at the Phrase Embedding Layer instead of two separate bi-LSTMs. This resulted in \( \approx 1.1\% \) increase in F1 score and \( \approx 1.2\% \) increase in EM score.

5.3.4 Character-Level CNN

To give our model additional input features and improve its generalization to unseen words, we extracted characters from the context and question, embedded them into vectors, and applied a character-level CNN. Initially, we had separate CNNs for the context and question, but deciding to share the CNN gave us a slight performance boost. Overall, the enriched feature space gives us more than \( 1\% \) increase in F1 and \( \approx 2\% \) increase in EM score.

5.3.5 Highway Layer

We also implemented the highway network (Word Embedding Layer) mentioned in the BiDAF paper [8]. This layer contributes a slight \( \approx 0.3\% \) increase in F1 and EM scores. We hypothesize that the performance difference is subtle because this layer has the capability to output its inputs unchanged by having an active “carry” gate and only occasionally activating its transform gate. We use a single, shared highway network between the context and question instead of two stacked highway networks because we did not observe any performance increase with an additional highway.

5.4 Answer Pointer

When appended simply on to our baseline, we were able to achieve an increase of around \( \approx 3\% \) F1 and and \( \approx 2\% \) EM on the dev set by 14k iterations of training. However, when appended onto our BiDAF model, answer pointer decreased performance despite experiments with different hyperparameters. Often, any initial gains would diminish within 7k iterations. The results of adding answer pointer to our best model can be found in Table 3.

5.5 Hyperparameter Tuning

As we developed our best model, we primarily tuned hyperparameters using random search instead of grid search due to time constraints. It has been shown in literature [17] that randomly chosen trials of hyperparameters can be more efficient. Also, we incorporated L2 regularization into our loss function as a form of weight decay because we noticed that the parameter norm grows over the course of training. L2 regularization penalizes large weights and reduces overfitting. We add the term \( \lambda \| \theta \|_2^2 \) for every trainable model parameter \( \theta \). For additional regularization, we also applied Dropout to all of our bi-LSTMs and to the softmax output layer. We settled with a moderate 0.15 dropout probability and kept \( \lambda = 1 \times 10^{-5} \) for L2 regularization as a balance between two forms of regularization.

For our optimizer, we experimented with the Adadelta optimizer used by the BiDAF paper [8] with learning rates 0.5, 1.0, and 0.1. Compared to the Adam optimizer, Adadelta appeared to exhibit much slower yet smoother growth in our model’s dev F1 score for all three learning rates that we tried. We decided to keep Adam as our optimizer for efficiency concerns due to our time constraints. We also tried reducing the Adam optimizer’s learning rate from 0.001 to 0.0003 and tried increasing the learning rate to 0.01 but did not observe any performance improvements. Hence, we kept a 0.001 initial learning rate. Nevertheless, since our model’s dev F1 and EM scores tended to converge at 4000 iterations in most of our experiments, we incorporated an exponentially decaying learning rate that decays every 4000 iterations with a base of 0.5. A decaying learning rate helps prevent the model getting even closer to a local minimum in the loss function when it is nearing convergence.

Some example effects of hyperparameter variation on our best model are shown in Table 4, and more details about our hyperparameter tuning can be found in our supplementary material.

During our experiments, it was interesting that dev set loss was not always predictive of F1 or EM scores, and some models had more gains in EM than F1 and vice versa. The performance of our best model in comparison to the state-of-the-art models is shown in Table 1 below.

6 Results and Analysis

6.1 Ablation Study

Table 3 above lists our best EM and F1 scores on the dev set for variations of our best model when trained for 10k iterations with all hyperparameters fixed. The Modeling Layer contributes significantly to performance, and removing it also resulted
in the model training in approximately 3 hours rather than 8 hours on a single GPU. The lack of improvement with the addition of the answer pointer could be that introducing this extra component is redundant, since the Modeling Layer already incorporates start information into its end prediction. It may also be that the incorporation of context inputs to the answer pointer from previous layers should involve more than simple concatenation.

6.2 Example Incorrect Predictions

After training our best model, we investigated example context-question pairs for which our model predicted an incorrect answer span. The correct span is labeled in green and the model’s predicted (incorrect) span is labeled in red.

Example 1: Questions that require a model to simultaneously handle lexical and syntactical variation can be challenging. Here, our model must understand that “essential purpose of” and “necessary in” are synonymous. Since the question involves “in what ... oxygen ...?”, we end up incorrectly fixating on “in medicine” near “oxygen” instead. It must also use world knowledge to know that respiration is a type of process.

Context: uptake of o 2 from the air is the essential purpose of respiration , so oxygen supplementation is used in medicine . treatment not only increases oxygen levels in the patient ’ s blood , but has the secondary effect of decreasing resistance to blood flow in many types of diseased lungs , easing work load on the heart . oxygen therapy is used to treat emphysema , pneumonia , some heart disorders ( congestive heart failure ) , some disorders that cause increased pulmonary artery pressure , and any disease that impairs the body ’ s ability to take up and use gaseous oxygen . Question: in what process is the uptake from oxygen necessary ?

Example 2: Another important type of question that our model has difficulty with is “Why ...” questions. Answering such questions requires reasoning beyond just pattern-matching to find the answer within the context. In the example below, the model fails to recognize the main topic of the context and instead mistakes the effect of oil withdrawal as the cause. The model tends to predict answers in close proximity to locations that match words in the question.

Context: price controls exacerbated the crisis in the us . the system limited the price of ” old oil ” ( that which had already been discovered ) while allowing newly discovered oil to be sold at a higher price to encourage investment . predictably , old oil was withdrawn from the market , creating greater scarcity . the rule also discouraged development of alternative energies . the rule had been intended to promote oil exploration . scarcity was addressed by rationing ( as in many countries ) . motorists faced long lines at gas stations beginning in summer 1972 and increasing by summer 1973 . Question: why was old oil withdrawn from the market ?

Example 3: Also, when the question is in the form “What NOUN ...” our model sometimes incorrectly finds the NOUN in the context and assumes that what follows it is the answer. For example, whereas to a human it’s clear that “prime number” is the important adjective describing “theorem”, the model considers the less-important adjective phrase following...
“theorem” to be the answer. The model’s performance on this type of question could improve with Part-Of-Speech (POS) tag and Named Entity Recognition features in order to distinguish the most important modifiers of nouns.

Context: there are infinitely many primes, as demonstrated by Euclid around 300 BC. There is no known simple formula that separates prime numbers from composite numbers. However, the distribution of primes, that is to say, the statistical behavior of primes in the large, can be modeled. The first result in that direction is the prime number theorem, proven at the end of the 19th century, which says that the probability that a given, randomly chosen number $n$ is prime is inversely proportional to its number of digits, or to the logarithm of $n$.

Question: what theorem states that the probability that a number $n$ is prime is inversely proportional to its logarithm?

6.3 Attention Analysis

To compare how our best BiDAF model and baseline model interpret context-question pairs, we visualized their attention matrices. BiDAF’s Context-to-Question attention seems to mimic the function of our additional DrQA features by highlighting synonymous or identical words (Figure 3). Hence, we infer that these extra features were no longer necessary once we implemented BiDAF, especially with the BiDAF model’s enriched feature space of low-level character embeddings. Most of the attention density in BiDAF’s Context-to-Question matrix corresponds to the start of the question. The Modeling Layer interprets the interactions among the context conditioned on the question keywords.

We observe that BiDAF focuses on the question keywords such as “what” along with the first few words that immediately follow the keyword, which happens to be a good summary of the question and hence what the model should look for in the context. This strategy works well for finding the answer span in many cases, such as the example in 3 below. In our supplementary materials, we have an additional visualization example using the question “there is growing interest in what indigenous group in the amazon?”, where BiDAF highlights “what indigenous group.”

![Figure 3: Context (x-axis) to question (y-axis) attention matrices for our baseline (left) and BiDAF (right).](image)

![Figure 4: BiDAF question to context attention, where the context is along the x-axis. The question is “What company won a free advertisement due to the quickbooks contest?” and the correct answer is “death wish coffee.”](image)

6.4 Question, Answer, and Context Types

We split questions into types according to their starting word, and these counts and average answer lengths can be seen in Table 5. We looked at performance across different answer lengths, bucketing these lengths into ranges of 0-2, 3-4, 5-9, 10-15, and 16+ tokens. Our baseline model predicted answers that were too long, while our best model conformed to the actual length distribution (see supplementary material). Both our baseline and best model performed worse as the length of the true answer increased (Figure 7). On question types determined by starting words, our best model performed better than the baseline across all question types, but revealed the same trends. Questions starting with when tend to be easiest, while why questions are most difficult. Questions starting with why are also rare and have longer answers (Table 5 & Figure...
<table>
<thead>
<tr>
<th>word</th>
<th>frequency</th>
<th>average answer length</th>
</tr>
</thead>
<tbody>
<tr>
<td>what</td>
<td>4704</td>
<td>3.495</td>
</tr>
<tr>
<td>who</td>
<td>1057</td>
<td>2.813</td>
</tr>
<tr>
<td>when</td>
<td>676</td>
<td>2.327</td>
</tr>
<tr>
<td>how</td>
<td>1045</td>
<td>3.045</td>
</tr>
<tr>
<td>which</td>
<td>451</td>
<td>2.818</td>
</tr>
<tr>
<td>in</td>
<td>436</td>
<td>2.165</td>
</tr>
<tr>
<td>the</td>
<td>233</td>
<td>2.627</td>
</tr>
<tr>
<td>where</td>
<td>431</td>
<td>3.443</td>
</tr>
<tr>
<td>why</td>
<td>150</td>
<td>7.233</td>
</tr>
</tbody>
</table>

Table 5: Words with question-starting frequency above 100.

5). If we had more *why* questions in our dataset of shorter answer lengths, we may be able to disentangle if the difficulty of these problems is due to the reasoning they involve or simply answer length. Questions that start with *how* also perform poorly though they have short answers and are less rare, which suggests that questions that require more interpretation are generally more difficult. Questions that start with *when* may be easy because their answers may fit to standard formats, such as dates, or occur around prepositions such as “during” or “after”. Finally, we categorized contexts into broad topics by grouping them based on their Wikipedia article titles, creating truncated SVD tf-idf vectors for these groupings, and clustering these vectors using k-means. Our clusterings can be found in our supplementary material file, and a comparison between our baseline and best model is in Figure 6. Overall, performance for each model is consistent across topics, though it seems like historical and geographical topics (clusters 0 and 2) are easier for exact match.

### 7 Conclusion

Overall, by implementing a high-performing neural network for question answering on SQuAD, we learned a lot about advanced neural attention mechanisms and the process of training and tuning models. Though we obtained significant gains in F1 and EM scores by replacing the baseline attention with complex bidirectional attention, the most gains were obtained by our Modeling layer (≈ 20% increase in F1 and EM), which uses bi-LSTMs on top of the attention output to help the model interpret the context words conditioned on the question. Once we implemented our BiDAF model architecture, it became challenging to obtain further improvements beyond our official evaluation score of 76.108 dev F1. All other performance improvements were incremental: we obtained only a few percentage increase with each of our later ideas. As discussed, we spent time tuning many hyperparameters, but our selected hyperparameters appear to be locally optimal. With more time and computational resources, we would perform a thorough regularization grid search to find a more optimal combination of hyperparameters that gives our model even better generalization to held-out examples.

Besides more tuning, we have several other ideas for improving our model. We had begun implementation of R-Net [10] and fully aware attention [11], where all intermediate representations of the question and context are taken into consideration for the output. Additionally, we are interested in using Contextualized Vectors (CoVe) as inputs, which have been shown to improve SQuAD performance [18]. Since we showed that world knowledge requirements, longer answers, and *why* questions pose the biggest challenge to our model, it would be interesting to train on a large dataset focusing on these types of examples. In particular, the original SQuAD paper [1] manually categorized a sample of examples into different reasoning types, and it would be interesting to expand that annotation to the entire dataset to see how our model performs across these types [1]. After all, reading comprehension should not just involve matching the question to an answer from the context, but also *understanding* what is read.
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Below are additional analyses and information that should accompany our final write up.

1 K-means Context Categorizations

<table>
<thead>
<tr>
<th>cluster</th>
<th>number of examples</th>
<th>articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2165</td>
<td>'Jacksonville, Florida', 'Huguenots', 'Southern California', 'French and Indian War', 'Normans', 'Fresno, California', 'Victoria and Albert Museum', 'Genghis Khan', 'Newcastle upon Tyne', 'Yuan dynasty', 'Warsaw'</td>
</tr>
<tr>
<td>1</td>
<td>2188</td>
<td>'Prime number', 'Oxygen', 'Computational complexity theory', 'Nikola Tesla', 'Ctenophora', 'Chloroplast', 'Force', 'Steam engine', 'Immune system'</td>
</tr>
<tr>
<td>2</td>
<td>2091</td>
<td>'Victoria (Australia)', 'Private school', 'Martin Luther', 'University of Chicago', 'European Union law', 'Teachur', 'United Methodist Church', 'Scottish Parliament', 'Kenya', 'Harvard University'</td>
</tr>
<tr>
<td>3</td>
<td>1579</td>
<td>'Sky (United Kingdom)', 'Doctor Who', 'American Broadcasting Company', 'Super Bowl 50'</td>
</tr>
<tr>
<td>4</td>
<td>2368</td>
<td>'Rhine', 'Islamism', 'Pharmacy', '1973 oil crisis', 'Packet switching', 'Geology', 'Civil disobedience', 'Construction', 'Black Death', 'Amazon rainforest', 'Apollo program', 'Intergovernmental Panel on Climate Change', 'Imperialism', 'Economic inequality'</td>
</tr>
</tbody>
</table>

Table 1: K-means clusters of articles used for contexts in SQuAD.

2 Additional Attention Example

In our paper we showed an example where the question began with "what company won," and this portion was highlighted by BiDAF. In Figure 1, we show an example where "what indigenous group" is highlighted by BiDAF in the middle of the question. This was also a question on which BiDAF and the baseline predicted incorrectly. The true answer is "lowland south american." BiDAF predicted "lowland south american peoples" and our baseline predicted "indigenous".

3 Start and End Position Visualizations

Our baseline was often less confident with the answer. Figure 3 shows an example where our baseline predicted the incorrect answer, but our best model was correct. Instead of predicting "death wish coffee", it predicted "small business big game contest", in which death wish coffee had a 30-second commercial aired free of charge courtesy of quickbooks. death wish coffee beat out nine other contenders from across the united states for the free advertisement".

Figure 2 is another example, but both our baseline and best model predict incorrectly. Our baseline predicts an empty string, while our best model predicts "norman architecture," and with high probability. Here, our baseline model seems to highlight the correct answer a bit, but it was dominated by "norman-arab architecture," which then resulted in the end coming before the start. Enforcing smart span selection likely decreased these types of scenarios.

4 Answer Length Predictions

Figure 4 shows that our baseline has a vastly different predicted answer length distribution from our best model.
Figure 1: Context to question attention matrices for our baseline (left) and BiDAF (right).

Figure 2: Predicted start and end distributions over the context for our baseline and best model. The question is "what architecture type came before norman in england?" and the correct answer is "anglo-saxon."

5 Hyperparameter Tuning: Further Details

As we developed our best model, we primarily tuned hyperparameters using random search instead of grid search due to time constraints. It has been shown in literature [1] that randomly chosen trials of hyperparameters can be more efficient.
We tried incorporating L2 regularization into our loss function as a form of weight decay because we noticed that the parameter norm grows over the course of training. L2 regularization penalizes large weights and reduces overfitting. We add the term $\lambda \| \theta \|^2$ for every trainable model parameter $\theta$. For the L2 regularization hyperparameter $\lambda$, we tried $5 \times 10^{-6}$, $5 \times 10^{-5}$, and $5 \times 10^{-4}$, and obtained the best performance with the moderate $\lambda = 5 \times 10^{-5}$.

For additional regularization, we also tried increasing dropout from 0.15 to 0.2, but observed that our model underfit, especially since L2 regularization was also included. Hence, we settled with a moderate 0.15 dropout probability and kept $\lambda = 1 \times 10^{-5}$ for L2 regularization as a balance between two forms of regularization.

For our optimizer, we experimented with the Adadelta optimizer used by the BiDAF paper [2] with learning rates 0.5, 1.0, and 0.1. Compared to the Adam optimizer, Adadelta appeared to exhibit much slower yet smoother growth in our model’s dev F1 score for all three learning rates that we tried. The BiDAF paper [2] mentions training for 12 epochs with batch size 60, which corresponds to 18K iterations of training according to our calculations. This is approximately twice the training time that we need with the Adam optimizer to converge. Thus, we decided to keep Adam as our optimizer for efficiency concerns due to our time constraints.

We also tried reducing the Adam optimizer’s learning rate from 0.001 to 0.0003 and tried increasing the learning rate to 0.01 but did not observe any performance improvements. Hence, we kept a 0.001
initial learning rate. Nevertheless, since our model’s dev F1 and EM scores tended to converge at 4000 iterations in most of our experiments, we incorporated an exponentially decaying learning rate that decays every 4000 iterations with a base of 0.5. A decaying learning rate helps prevent the model get even closer to a local minimum in the loss function when it is nearing convergence.

Besides tuning the learning rate, we experimented with decreasing our batch size hyperparameter. Related work in neural networks [3] has found that higher batch size generally results in worse generalization performance for both logistic and softmax outputs and makes searching for the optimal hyperparameters more difficult. Hence, we tried reducing our batch size from 100 to size 60 (as in the BiDAF paper [2]) or size 32. However, the training time to reach convergence increased and we did not observe any performance improvements.

Lastly, for model architecture, we selected hidden size $h = 200$. The BiDAF paper [2] uses hidden size 100, but in our experiments we observed a decrease in performance with smaller hidden sizes. As for the Char-CNN hyperparameters though, we chose $f = 100$ filters and $k = 5$ kernel size, as in the BiDAF paper, since tuning them did not result in noticeable performance improvements.
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